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Rt o O¥
WASHINGTON, D.C. 20548 5% L oae
sais®
DIVISION OF FINANCIAL AND ’
GENERAL MANAGEMENT STUDIES January 7, 1976

Tc FGMS Staff Members:

This booklet provides a bibliography with abstracts of
recent articles, texts, and Federal reports and policy and
guidance documents on cost accounting and cost control for
automatic data processing (ADP) activities and systems. The
bibliography was prepared as a knowledge base for the GAO's
project and task group on Management Guidelines for Cost
Accounting and Cost Control for ADP Activities and Systems
in the Federal establishment.

The authors represent a variety of viewpoints and back-
grounds including practitioners from government and industry,
educators and theorists. The task group concluded that the
literature offered quidance and concepts that were tco diffe-
rent in terminology, scope, and coverage to satisfy the needs
cf the Federal establishment for guidance in this area. The
General Accounting Office does not necessarily endorse the
various views of the individual authors, yet it is believed
that each article represents a contribution in this field.

The reader will find this sample of the literature to
be an interesting cross section of current thought on cost
accounting, cost control, and cost management for ADP activi-
ties and systems. Entries con the articles and reports are
annotated, and organized by key points and conclusions
relative to identified topic areas, to assist the reader
in selecting material of interest. Each text contains some
material but it is not always organized intc one section.
The texts are organized alphabetically. The policy and
guidance documents are listed by identification number
by its source, with descriptions if available.

We hope you will find this bibliography a useful guide

focr your professional reading.

D. L. Scantlebury
Director
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PERIODICAL ARTICLES WITH ABSTRACTS OF KEY POLITS
GENERAL FAHAGEMENT CONTROL OF ADP

withington, Fredaric G.

*Friva Generations of Computers: A Review of the Fiva Stages
Through wWhich EDP Systams Have Besn Evolving in the Past
Two Decadas and Will Evelve in Coming Years.®

Harvard Business Review, July=August 1974, pp. 99-108.

Computers and business applications have been evolviag
for 20 years and an analysis of five identifiable generations
illustrates the evolutionary trend. The first three genera~
tions take us up to the present time and i1nclude the “Gee
Whiz® era of 1953 to 1958, the “Papar Pusher” vears of 1958~
1966, and “The Communicators” of 1968 to 1974, The key
charactaristics of each of these generations s outlined,

The fourth generation, identified as the period of
the “Information Custodians,® 1974-c,.1982, 1s characterized
by data-base-oriented processing, the movement of many
logistical functions of the firm from the fieid to head-
quarters, and the movemanc of tactical decision making
from headquarters out ta the field. The fifth generation,
*Action Aids: c¢.1982-?" will represent a logical extension
of the fourth generation emphasizing tailored, or perscnal.
information and alerting systems, and decisiocs analysis
systams,

Not all organizations evolve through the varicus
generations at the same spaed. The principal factors in-
fluencing this evolution in the futurs will be the problems
of translating subjective human values to precise computer
programs, human communication, shifting corporate and organ-
1zational objectives, and cost. The cos¢ considerations
require a deliberate, evoluticnary approach that proceeds
within realistic budgat constraints.

Hanold, Terrance.
“An Executive View of MIS.®
Datamation, November 1972, pp. 65=71.

In rebuttal ko an article by John Dearden (*Mis I3 a

Mirage," Harvard Business Review, January-february,

1972, p. 30T, the author argques that the MIS i3 real.

He initially defines information, managerial information,
information systems, the MIS, and accounting i1nformation
systems, The relationship between accounting and MIS 1s
then established through an example of a flour milling
anterprise, taken from the author's own company, Pills-
bury. It 13 shown how data 13 transformed into information
for use in departmental actions through the injection of
the functional intelligence of esach department. Ultimately,
as the information of other functional areas is combaned,
a level of information flow is reached that meets the
needs of genaral management and thus justifies the label
af MIS.

The accounting function does not provide management
with the type of information that is necessary for decision
making because it is not designed to develop the data or
to communicate the information needsd by management., The
auythor also notes the different responsibilities of the
controller and the financial officer of a firm and estab-
lishes the "imperative necessity” for the management infor-
mation system, the key to which is an integrated data base.
He concludes that if *functional information systems cover
the operations of the firm with reasonable sufficiency,
then there 18 information in the data base adequate to
support an executive managament lnformation system.®

Neuschel, Robert P. ~N
“Unleashing Computer Power: The Xey--Improved Management
Quality.”

Susiness Horizons, February 1971l. pp. 8l=-86.

Early success with clerical and administrative appli-
cations have not been followed with an equal degrae of
success on more advanced syscems,. Against this background,
the author attempts to explain why we have not heen able
to achieve more significant contributions from the computer,
and what must be done to put the computery t0 WOrk success~
fully on solvaing managerial problems.

Pour reasons are given which account for the limited
suceess: {1) The failuge ro think fundamentally about
business problems; (2) The goal gap between management
and computer people: (3) An improper balance in computer
projects: and (4) A lack of rigorous aconomics.

Six agtions are suggested to Lncrease the computer
impact on the bottom line. (1} ldentify high pay~out
applications targeting those few activities that are
particularly critical to success. (2} Select a balanced
*menu® of computer applicacions that includes both short
and long term praojects, the kay organizational components,
and are within the user’s and ADP’'s capability. (3) Increase
involvement by key line management to insure operational
success. (4) Subject applicaticns to rigorous preevaluation
covering technical, economic, and operational factors. (5}
Cultivate tough realism on what can be done and how soon.
{6) Bring the computer and decision maker together through
the use of models and other advanced decision aids.

“Unlocking the Computer’s Profit Potential.”
McKinsey & Company, Ianc., 1968. 38 pp.

Based on a survey of 36 large U.5. and Eurcpean
companies, this report assesses the economic impact
of computers on company operations, The Findings indicate
that many compantes have failed to adapt to new and chang=
1ng conditions and that savings realized from early admine-
istrative applications are no longer being achieved, in
spirte of significant increases 1n computer outlays, The
problem 18 seen to be a management one, that of emphasiz-
ing future direction rather than current effectiveness.

Three tests of feasibility for computer applications
are outlined (technical, economic, and operational) and
examples are given of projects which did not meet these
tests. Management‘s lack of exposure to the feasibility
problem and the inability of the ADP staff to assess the
economics of a proposed application are seen as two of
the major problems.

The real opportunities for computers in the future
wi1ll involve operational changes for which management
involvement and cooperation will be required. Ia this
context, three lessons for management are given., First,
the “"rule of high expectations® demands that managers
set high goals for all projects. Second, the "rule of
daversified staffing," establisnes the need for various
types of expertise being assigned to computer projects.
Finally, the “rule of top management involvement® covers
five things that the chief executive must do to inaure
maximum results. These include approval of objectives
and priorities, establishment of organizational arrange=-
ments, assigament of respensibilities, establishing
the requirement for detailed computer systems plans,

and following through to see that planned results are
achieved,
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HBennessy, Edward L., Jr. . .
“Top Level Control of Data Procsssing: Soms Guidelines.”
Corputers and People, February, 1974. pp. 14-15+,

The corporate role in the control of operating enti-
ties and the corporate responsibility to insure that each
oparating unit has appropriate systems to measure them=
selves is discussed. Corporate level control over divi-
sional or subgidiary data processing organizations is then
introduced as a means of coatreolling expenditures and
coordinating development activities between divisions.

An analogy is drawn between the controel of OP projects
and the controls imposed on new product introductions. Two
kay aspacts to be considered in the assessment of DP pro=-
jects are the marketability of the project (ie. Is there a
need and desirs for it?) and its measurability (i1e. Can the
results be measurad in quantitative terms?}. The concept
of return on investmant is recommended as a control device.

The staering committee approach is recommanded as one
way of exercising divisional control over data processing
to assura effective systems developmant. Another approach
involves the identification of that portion of tha OP budget
that can be invested in systsms development, and the use
of that fiqure to compare to altemative ways of spending/
invasting such funds, Examples of twc companies using
thia approach are given.

Milang; James V.
“Structuring Manaq In ion Systems,.”
Data Management, September 1970. pp. 69-74.

The author contends that the distincticn between
advanced ADP systems and the MIS 1s not clear, and that
the first concarn should he the integration of certain
data structures. A functional grouping of data is sug~
gested--financial management, operaticnal, sales management,
personnel-oriented, and research data. The establishment
of integrated files within functional areas is seen to be
a prerequisite to the integration of data across functional
boundaries. Commercial software packages are considered as
4an ecenomical appreoach to implementing file management sys-
tems.

Soze of the key problems in the develcopment of an
MIS are discusaed: the control of codes, the shortage
of qualified personnel, the need for long range planning,
the participation of individuals from each functional
area, and the desagn of information retrieval capabilities
that are matched to the needs of each functional area. The
problems of achieving standardization of data elements
and report content throughout the firm are addressed, and
the need for cost control and cost/benefits analysis is
emphasized.,

Dermer, Jerry and Misery, Percy.
"The Utilization of Computers by Small Business.®
Cost and Management, May-June 1371, pp. 14-22.

Although significant benefits have been realized from
the computer by larger firms, there 13 little evidence to
show that smaller firms have benefited proportionally.
Specifically, only 5 to 8 percent of Canadian firms be-
tween $1 mallion and $10 million use computer facilities,
Ten modules which comprise the MIS for small business are
described and it 1s shown that the decision making area
nolds the most promise for small businaess.

Two managerial problems in the small firm, "management
by crisis® and scarce managerial resources, however, combine
to limit management's commitment to computer use. [n addition,
the lack of financial resources results in a high level of
risk 1n the development of computer applications. Some of
the altermative ways ia which the small ousiness may obtain
computer assistances are reviewed. These include the in-house
computer, computer sarvice conmpanies, time sharing, and
computer co-operatives.

The contributions of the computer manufacturers and
consultants 1n reducing the risk of computerization for
the small businessman are assessed and found to be generally
lacking. Nevertheless, the authors contend that the computer
iz the means by which the small businessman can exploit his
greatest strengths and recommand that he move toward an MIS.

Beehler, Paul J,
"EDP: Stimulating Systematic Corporate Planning.”®
Journal of Systems Management, November, 1969. pp. 26-31,

Soma traditional problams and hindrances to corporate
planning are identified and 1t is suggested that the
economic and- organizational changes attributable to EDP
may stimulate a revival in corporate planning activity,
Total company data processing. costs are typircally on the
increase, in spite of a downward trend in hardware costs.
This is caused by the add:ition of new applications and the
avarlability of new types of hardware which seifulate new
uses. [n additign, competitive pressures force managemant
to search out more advancad uses of the computes (ie.
management information systems, modeling, ete,) to remain
proficable.

In an organizational sense, the ava:labiligy of
centralized information centers have caused corporate
management to consider again the possidbilities of central~
1zed profit responsibrlity. In addition, the use of the
computer to make low-level decisions, once relegated to
middle managers, has an impact on the implementation of
corporate plans by shortening communication lines and
simplifying the 1mplementation of cogporate plans.

The computer also helps to focus management's
attention on the tnterrelationships among the various
functional components of the firm, thereby stamulating
better corporate plananing.
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‘Greco, Richard J. /
"MIS Planning = An Approach.” ,
Data Management, October 1971, pp. 17-22. ’

An approach used to plan for managemsnt information
systems is discussed with tne intent of contributing
soms concepts toward developing a viable planning structure. }
The MIS organization is briefly described and the differences’
between the operational contrzol, management control, and
strateqic planning functions are noted, particularly in
terms of the different information systems needed to suppore
each function.

The final product of the planning process 1s a set of
six formal plans, each of which is described 1n tumn. (1) H
The System Development Plan identifies the corperation’s H

‘

for the development of other plans. {2) The Managerial Plan
establishes perscnnel staffing requirements and professional \

need for management information sysrems and is the basis \

developmant programs. {3} The Tachnical Plan formulates
technical programs to support the s’stems development and
operations efforts. (4) The Equipment Plan is a five-year
plan which identifies computer hardwire needed and the

approach to optimizing the use of equipment rescurces. \

(5) The Support Facilities Plan identifies the need for

. awxiliary support services, equipment, and facilities.

T

{6) The Budgat and Pinancial Plan provides for reports on
the financial resources required to support the management
information systems program.

The structure of “Action Programs," the implementation
of the plans, 13 outlined and some of the most significant
impiications of this planning approach are noted.

McParlan, F. Warren.
“Problems in Planning the Informatien System.®
Harvard Business Review, March-aApril, 1971l. pp. 75-89. \

information systems (CBIS), certain conclusions are reached
Oon what constitutes good planning practice in the computer
environment., The principal pressures to plan are first %
discugsed. These include technical 1mprovements in hardware
and software, the scarcity of trained manpower, the scarcity
of corporate rasources, and the trend to systems integration.

The most significant factors which differentiate those
companies which are successful CBIS users from those which '
are not successful are the quality and content of written
plans. The contents of a sample plan are shown and 1ts key
features discussed., Other factors important to the planning
process are the relation to corporate planning, to top
management, and the structure of the plan itself. The need
for centralized planning s stressed as a means of coordi=-
nating the work of multiple divisions and realizing the
benefits of centralized computer systems.

TWo case studies are presented, the first a division
of a major aerospace company, and the second, an inter~
national manufacturer of electrical equipment, Their ex-
periences show the need for a CBIS plan and structure that
13 tailored to the company's specific needs. Finally,
key issues for the future are examined: the comparative
benefits of the top-down and bottom—up approaches to plan=
nings the level of detail needed; the time horizon; and
whether a company should look for cutside services.

Based on a survey of 15 companies using computer baaed\
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Brown, W. P.; 8ibaud, R. E.; and Hodgkins, G. L.
Planning for the Future Computar Complex.®
Computer Decisions, January 1973. pp. 30-3S.

Seven basic eleaments of long range planning for the
computer complex are identified and discussed. (1) A
statemant of long range goals and objectives should ze-
flect the company's goals and objectives, (2) The goals
of the computer complex should be stated in terma af
general functional qoals and specific operational goais.
{3) An assa2ssment of current status should include an
invenctory of resources {(hardware, software, and personnel},
cost breakdowns, and significant accomplishments for the
past year. (4) The strengths and weaknesses of the organ=-
1zation should be assessed against the principal resources
of the computer complex, inciuding management, (5) A
forecast of future technology should consider the impact
of changes on the company, the computer installation, and
man. phil phy. (6) Action plans should be developed
in the form of schedules for hardware, software, personnel
development, etc. (7) An estimate of the resgurces needed
must be prepared in the form of dollar and facility re-
quazements.

Some basic principles of planning are discussed for
use in the develop of the o] t complex plan.

‘1 These cover the satting of responsibilities, the par=

ticipation of subordinates, the concurrent definition
of resqQurece requirements, and the documentation of

'
i assumptions.

.‘Sch\’d’ayder, Keith R., and Vierra, Fred A.

i “The Top Computer Exacutive's B8oss.®
,f Data Management, June 1972. pp. 17-20.

four ¢

' .-

The )ob complexity and difficulty of the Top Computer
Executive’s (TCE) boss can be attributed to several
factors: a trend toward a higher reporting leval of EDP,
where the TCE's boss has less experience with EDP; the
1ncreasing technical camplexity of EDP; and the increased
strateqglc Lmportance of the computer. Saveral key decisions
made by the TCE's boss are noted, including the evaluation
of the TCE's capability to direct EDP operaticna, review
of the ADP budget, utilization of the computer in key
areas of the business, and review of the risks asscciated
with the computer.

Severai tools which can help
these decisions are suggested: a statement of corporate
goals, objactives, and strategic and tactical plans; a

performanca plan (a sample plan for a Director of Management

Information Services 1s included): audit reviews encom=

passing the status of internal control, resource utilization,

and cost/benefit analysis: internal pricing mechanismas and
a computer usage committee, The basic reasons why the TCE
himgelf should adopt these techmiques are discussed.

B -~ ’
e o

Watson, D. B.
+"EDP Policy: Control :1s Objactive,®
Adrininstrative Management, July, 1970. pp. 49=51.

. Man t's ¢ ibility for setting objectives and
,determining policy in tha ADP environment is examined.
Specific areas to be covered 1n tha setting of pollicy
should :1nclude the prime purposa for nhaving a computer,
specific management requirements such as fsasibility
studies, equipment utilization levels, suppliar standards,
and documentation.

The nead for long-term planning, manaqemant’s

. participation in systems development, ame the organizational

placement of the computer are seen as the three basic
control functions which should be exarcised by management
over computer activities.

An inset deala with the question of charging users
for computer services and recommends a standard cost system
a8 opposed to treating the computer as an overhead item,
or charging on an hourly usage basis.

-4 -
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FCOnOIC EVALLATICN NF ALP PROPOSALS

Emary, James C.

“Can We Develop Cost-effective Information Systems?®
Hanaie_ment Informatics, Volume 1, Number &, 1972,
PP, 241=49.

The question of cost-effective systems is examined in
the context of the value of information, the cost of infor=
mation, and the tradeoff betwean the two., A three step
approach is suggesced for evaluating the valua of wnformation
and 1t8 use 13 illustrated. A sample model 15 used to dapict
the idea that an optimum pornt exists in terms of information
value versus cost.

The achievement of mors cost-effective systems can be
realized eirther through cost savings or increased effective-
ness. In the former category, specific approaches ianclude
improved computer operations, usa of multiple vendors,
purchase and lease options, proprietary softwara, changes
in the hardware configuration, program optimization, program
conversion, data compression, centralization, and spacialized
systems. Increased effectiveness can be achieved through 1m=
provement of the information content of data hases, greater
selectivity in reporting, improved timeliness of information,
bettar reliability and accuracy, and improved flexibility
of the information system.

The primary benefits of improved information are Ln the
areas of mora efficient resgurce utilization, improved sar-
vice or quality, and improved management information. The
problems of evaluating tangible versus intangible benefits
are noted, and some suggestions gaven for providing manage=
ment with greater assaistance in making cost-benefit judgments.

Pried, Louis. . .
“Computer Applications Juseification.®
Cost and Management, July~August, 1271. pp. 35-40,

The recognition of the need for improvement in a process
or function of the organization is the first identifiable
pornt 1n the task of system justification. Subsequent steps
1nvolve the i1dentification of the underlyinq problem, the

alternative solutions, and the analysis of those alternatives.

The make~-orebuy decision is considered and the type of pre-
sentation required by management in order to select the
pest alternative 1s described.

A methodology for avaluating tangible benefits 13 pre-
sented, including examples of forms for detail and summary
costs, cash flow, and payback analysis. A brief description
13 given of the use of each form. The savings {loss) of each
alternative is computed for each year by subtracting the
total cost of each altermative from the cost of the existing
system.

Intangible benefits are also discussed briefly in terms
of the type of information management needs to make a
decision. The manag t pr involved 1n the selection
of computer applications are likenead to those involved in
product 1ntroductions or changes in the producticn process.
as such, the justification 1s similar to any other capital
investment decision.

Hellingworeh, F. Do
“Evaluating Computer System Projects.”
Canadian Chartered Accountant, May, 137l. pp. 331-333.

four hasic reasons for evaluating computer system pro=
jects rigorously are first identified, and the need for con~
tanuling evaluation 18 emphasized. The evaluation procass
consists of the identification of osoth benefits and costs.
Tangible benefits are those that can be definitely
measured, and are primarily in the cost raduction
category. Intangible banefits are those which cannot
be measured explicitly, although the th r d
that they be quantified in som® way. As a last resort,
he recommends a "backward” approach that gives the level
of benefit required to produce the minimum acceptabls rate
of return.

The most important development costs to be considered
are analyst and programmmr time, and scme hints are gqiven
for preparing accurate estimates, Other development costs
to be considered are indirect costs and computer test time.
Operating coses should be separated into data praparation
and computer pr sing L o] ts, and maintenance costs
should be estimated for the life of the systenm,

- The recommended approaches to evaluating projects,
given a quantitative statement of benefits and costs, are
payback period, raturn on investment, cash flow, and present
value,

Chervany, Norman L., and Dickson, Gary W,

"Econromic¢ Evaluation of Management Information Systemss An
Analytical Pramework."

Decision Sciences, Volume 1, 1970. pp. 296~304,

MIS development 1s viewed as a problem in decision
making for which few cperational ideas axist., The prime
responsibility of the MIS specialist is to synthesize
the major ingredients of the decision problem (controllable
variables, constraints, and uncontrollabie variables)
and to project pavoff functions. A framawork is proposed
for the decision activities in MIS development consisting
of a set of analysis and design decisions. Analysis con=-
centrates on the specificaticn of the requirements that
the MIS must meet, 1e, the specification of the scope of
the system, the specification of information requirements,
and the specification of data requirements, Design deci-
sions focus on the statement of processing system require=
ments, instailation requirements, and operations requirements

The economac impact of IS development decisions must
be viewed 1n the context of the six 1dentified decision
stages. A time-oriented analysis of costs and benefits :is
presented although the authors contend that this does not
aid in evaluating the economic benafit of the MIS. Instead,
they argue that MIS payoffs must be conaidered in the framee
work of decision activities. The lack of mathematical
relationghips between costs and benefits 13 noted,
further emphasizing the reliance on the decision/payoff
relationships. Several areas for further research are
suggested.



Pomrinse, 5. Davidy Raps, David N.; and Richard K. Slawvin.
“Cost-benefit Analysis of Computer.”
Hospitals, March 16, 1972. pp. 76-82.

A study conducted by Mt. Sinai Hospital to evaluate
the Feasibility of a new computer system is described,

The analytical approach that was used consisted of four
models, a terminal load model, a termnal user queueing
model, a computer loading model, and a cost model, The
ocutput of the terminal load model consists of a series
of three printouts which show terminal utilization for

a week's pariod and the types of transactions causing the
heaviest load. The output of the terminal user queueing
model provides data on how many terminals are required
at a qiven location to sacisfy an upper limit on wait
time. Outputs of the computer loading model are not
dascribed, The cost model reports on all of the major cost
elemants for three levels of system sarvice.

Certain cost offsets were considered in the evaluation,
wncluding cost of present hardware, systems perscnnel to be
displaced by the new system, and reductions in clerical per-
sonnel, The consideration of capital cost as another offset
13 also examined. Finally, generalization of the study ap-
proach to other hospitals is discussed.

Xnutsen, K. Eric, and Nelan, Richard L.
*Assessing Computer Casts and Benefits.®
Journal of Systems Managemant, February, 1974. pp. 28=34.

A case study is initialiy presented to show that an
adminigtrative decision to proceed with a requirements
planning computer application paid off significantly,
in spite of the fact that it was not cost justified in
terma of actual dollar savings. Two fallacies of the cap~-
ital investment analysis approach to computer applicataons
are noted: first, that costs and benefits are known and
susceptible to quantification at the outset: and second,
that guantitative measures should be used to set priorities
of computer projacts.

A multi-dimensional evaluation of computer praojects
is recommendad which treats costs separately from benefits.
An approach to estimating coats at various stages of
davelopment is recommended which leads to a firm cost
estimate approximately 25 per cent of the way through
the project., Detailed timetables and key milestones are
suggested as alternactive contral mechanisms. The assessment
of benefits should be divided :nto quantifiable and non-
gquantifiable groups, with senior management dealing pri-
marily with the latter. Benefit areas to be considered,
listed from the most to the least quantifiable include
equipment diaplacement, direct cost digplacement, indirect
cost displacement, sales increasa, managerial planning and
control, and organizational impact. The authors conclude
that a framswork which includes costs/benefit assessment and
managepent review of proposed and ongoing systems will be
more effective than approaches based solely on full
quantification of costs and benefits such as ROI.

Coe, Ted L.
"Allocating the Corporate Informat.on Processing Resource.”
Journal of Systems Management, August, 1974, pp. 18-22.

It is arqued that the most typical measures of the
data processing organization'’s effectiveness are inappro-
priate and not specifically related to the potential contri~
bution to corporate objectives, Two views of the information
processing structure are discussed: an organizational view
and a process view., The organizational view encourages the
use of ceost-center control techniques, while the process
iew is more directly related to the quastion of praoject
accepeance,

An approach to project apprnval :s suggested that
enables management to evaluate the impact of a proposed
project on corporate resources and financial position.
Estimates of both costs and benefits are needed, but this
article stresses the benefits area., A framework for analysis
of benefits recagnizes both measurable and nonemeasurable
benefits. Measurable benefits fall :into twe categories:
direct cost replacement and indirect cost and revenue
changes. An example 13 given to illustrate the approach.
The third category covers benefits ia key-cmsult areas and
a list of such areas with examples »f the.r qualitacive
characteristics is given. This analysis allcws the firm
to evaluate proposed projects on the basis of their affect
on those areas 1dentified as critical to the firm.

The framework suggested has the advantage of focusing
on the critical problems of the firm, what 13 gained from
the system rather than 1ts cost, and the needs of the user.



1
{

€0ST ESTIMATION FOR ADP SYSTEM DEVELOPMENT PROJECTS

Estes, Neil,
"Step-by~step Costing of Information Systems.”

Journal of Systems Management, August, 1969. pp. 31=1353;
Sctobar, 1987, pp. ZU-!E.

This two=-part article presents a general examination
of the steps i1nvolved in estimating costs on computer system
projects, primarily for the cost analyst who may not oe
expert i1n the compucer field. Part 1 focuses on the purpose of
tha estimate, describing the system, and planning the cesting
effort. The purpose of the estimate may be considered as
erthar a planning type based on a "value flow” concept, or
a budgaeting type representing a *cash flow® concept. Major
considerations 1n the preparation of the estimate include the
scopa of activities to be costed, the consistency of the
methods used, and the sophistication of the technique.

Describing the system involves undarstanding system
development as an activity, definition of requirements. and
the specific functions of system analysis, cost analysis of
altermative dasigns, programming and implementation. In
planning the costing effort, the analyst is advised to
apply his tims in proportion to the relative magnitude of
cost elements, their potential variation, and the payoff
1n research effort. The level of aggregation at which each
major type of cost 13 to be escimatad is also discussed.

Part 2 examines the collection of cost data, the deriva-
tion of the cost estimate, presentacion of the estamate, and
use of the estamate for decision making. The scarcaty and
quality of data are seen as two of the major problems in
the collection process and the use of mulitiple inputs,
analogiss, and subjective inputs are suggested as methods
for improving data inputs. The use of Cost Estamating
Ralationships (CER’s) 13 discussed at length. Derivation
of the cost estimate itself 13 presented as a melding of
heterog data 1 into an integrated single estamate.
The use of single=-data inputs and muitiple-data inputs are
discussed and the usa of weighting techniques when dealing
with muitiple-data inputs is illusecrated. The problem of
uncertainty and 1ts expression is also introduced.

Presentation of the estimate must involve a statement
of uncertainty, the gqeneral ground rules, and standardizing
concepts in order to aveid misunderstanding, Finally, the
estimate as a management decision making tcol, and the role
of the cost analvst i1n this confext ia ~nnasdavad

Gayle, John B. )

*Multiple Regression Techniques for Estimating Camputer
Programning Costs."

Journal of Systems Management, February, 1271. pp. 13-16.

A study 1s reported in which multiple linear regression
aquations were fit to various combinations of independent
and dependent variables in order to develop equations for
predicting programmng costs. Data was collected by means
of questionnaire for IBM Syatem 360/40 systems and for
programs written in CQOSOL. Methods used to insure reliable
data are dis d. The dependent variables to be predicted
were man-months, calendar months, and computer hours, The
three most frequently selected pradictors were the log of
the distance between programmer and computer, output formacs,
and programmer experience. [t 13 concluded that the technique
13 highly sensitive to tha independent variables selacted
and the range and distribution of the data, although it 1s
felt to be a valuable predicting tool for existing facilities.

Fried, Louis.

"Estimating the Cost of System Implementation.®

Oata Proceasing Magazipe, March, 196%. pp. 32=35; April.
1585. 7 pp. !z-za.

Line managers often require estimates of EDP projects
at an early stage in order to make go/no go decisions.

Such estimates require the definition of the basic elements

comprising systems analysis and programming, and these are
defined., The primary problems in estimating systems
analysis are in the areas of problem definition, systems
survey, and synthesis (the systems specification phase}
which establish the parameters, specifications, and scope
of the application. The author statas that thas portian
of the systems analysis function ®cannot be estimated
with any degree of accuracy.® The remaining elements of
the systems function comprise two phases, systems defint-
tion and systems iloplementatiocn, which can be estimated
with reasonable accuracy.

Part 2 of the article focuses on estimation of the
programming function, which is considered to be quite
feasibla. Estimates are generally based on past experience
and subject to the major variables, harzdware, software,
personnel, and program corplexity. The need for histori-
cal data on which to base programming astimates is empha-
sized and several specific techniques for estimating are
described.

A three step procedure for eatimating L3 recommendad:
{1} Establish system specifications independent of the
system definition phase and prior to any project asti-
mate; (2] Prepare an estimate of the systems work when
the System Specification has been completed, in wraiting;
{3} Estimate programming costs upon complet:ion of program
specifications.

Wolverton, Ray W. .
"The Cost of Developing Large-Scale Software.”
IEEE Transactions on Computers, June, 1974. pp. 615=-636.

The essential results of cfforts at TRW to improve
software cost estimating techniques are presented.
Inirtially, some of the characteristics of software
devalopment which contribute to the problem of esti-
mating costs are reviewed. The sotftwarge development
cycle 138 defined in terms of seven steps each eading
in a2 dascrete event or document. Some traditional
methods of cost estimating are reviewed (top~down,
similarities and differences, ratio, standards, bottom
up) and a systems approach to software cost estimation
developed at TRW 1s described in <=2tail., A software
cost estimation algorithm 13 then introduced and its
use and outputs described. The mnajor advantages of
the cost estimation approach are summarized.

The need for a software cost data Lase 13 discussed
and brief definitions of activities that have been
i1dentrfied for such a data base are 4Jiven. Some actual
data 13 presented and the conclusion 1s drawn that
there are no simple universal rules for costing saft-
ware accurately. Several comments are made on the most
cost-effective allocation of resources to the various
phases of development over the entirz period of a
saftware project.

Answers to several key juescions are attempted
in the summary: (l) what 1s the typical code production
rate per programmer man-month? (2) How does code pro-
duction rate vary with problem complavity? (31 How
does this rate vary as a function of computer availa=
bility? Acceasibility? Configuration? (4} What are the
pieces of i1nformation required to make a reallstic
prediction of software development cost? (5) How does
code production race vary as a function of programmer
quality? Quality requirements on the final product?

{6) How does cost vary with completeness of problem
formulation? and (7} #hat is the role of "design-to-
cost® in the developrent aof large=-scale software?



Brooks, Fraderick P., Jr.
*The Mythical Man-month.®

Datamation, Decenmber, 1974. 44=52,

PP.
Some fundamental problems in the scheduling of
computer projects are addressed. The inherent optimism

of programmers leads to estimates that are ganarally

too low, and the typical reaction of management to

solve a schedule problem by adding mors men is challenged.
Training and addit:ional communications tend to reduce

the effectiveness of the team when additional manpower

1s added, thus lengthening the schedule. Failure to
allocate sufficient time to system testing 18 another
cause of poor schedules.

Data is reviewed from saveral sources to show the
striking differences in productivity related to the
complexity and difficulty of the task. The idea 1s also
put forth that the greatest problems stem from an
accumulation of small schedule slippages rather than
major calamities. The PERT chart is recommended as a
means of establishing concrete milestones against which
management can evaluate project progress. Socma typical
human problems reiating to the reporting of schedule
slippage are examined and some steps that can be taken
by management to overcome inadequate reporting are
suggested, The PERT chart is seen as the vehicle for
schedule reviews, serving essentially as an agenda
for a status reviuw meeting.

Caoke, Lawrence H., Jr.
“Programming Time Vs. Running Time.®?
Jatamation, vecember, 1974, pp. 36-58.

Two examples are given to show tha trade-off between
the development time of a program and i1ts execution effi-
ciency. In one case, a four-month slippage in the develop-
mant of a program cost a company $4 m:llion. In the second
case, a rcal time system was so dependent on the program’s
ability to handle five massages a second that any hardware
downtime could result in a backlog that could not be re~
covered.

In order to investigate this trade-off, an experiment
was conducted te evaluate a programming problem usaing dif=-
ferent nigher-level languages and different computers. Tae
problem was to compute Treasury 3ill yields, given the price
at which the bills were auctioned. The languages chosen in-
cluded FORTRAW, APL, ALGOL, and a Procedure Or:iented Lan-
Juage {PQL), Tae languages were divided rnto two groups.
wnterpretive (APL and a POL) and compiler languages (FOR-
TRAN and ALGOL} .

[n general 1t was shown that execution time was rougi=
ly the 1nverse of development time. Specifically, several
conclusions were drawn: interpretive lanquages offer faster
dJevelopment than campiler lanquages; compiler languages pro=-
duce more efficlent code and should ve favored 1f the pro=
gram 1s to run frequently; poth development and afficiency
can be Luproved uy the use of expert programmers on the
critical areas of a systemy and a two—~pass approacn (early
uevelopment of an iaterpretive prototype followed by a
compiled system later) may yield the best long-term results.

Boehm, Barry W.: Robert K. McClean; and D. B. Urfrig,
“Some Experience with Automated Aids to the Oesign of
Large-scale Reliable Software."” R

1EEE Transactions on Software Engineering, March, 197S.
PPe 143= .

Some recent experiences 1n analyzing and eliminating
sources of error in the design phase of large software
projects are summarized. Initially, the mest significant
differences in software error incidence between large
and small projects are identified, the moset striking
difference being the number of design errors over coding
errors in large projects. A taxanomy of software error
causes is presented and analyzed to show alternative
mathaods of preventing, detecting, and eliminating the
errors.

A hypothesis .3 formed regarding the potential
cost-effaectiv cf an aut d aird to datect ine
consistencies between assertions about the nature of
Lnputs and outputs of the various elements of a soft=-
ware desiqn. A prototype version of such an aid, called
the Design Assertion Consistancy Checker (DACC), was
developed and utilized on a large scale software project
with 186 design elements and asserticns about the
nature of 514 inputs and 453 ocutputs. Results are ree
ported in termg of the number of mismatches identified.
The hypothesis is confirmed about the usefulness of the
axd, both in terms of useful features and low cost,

Some additional features are proposed to make up for
some of the deficiencies identified.
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Chaplin, Joseph E.
*A Feasabilaty Study Guide."®

Journal of Systems Management, July, 1969. pp. 20-26.

A seven-step approach to a computer fsasibility study

18 presented. Prior to the study, an initial justaifi-
cation 1s racommended to determine the data processing
requirement and the economics of establishing a data
processing facility, The seven stesps of the procedure
winclude: (1) Preparation of the study plan stating ob=
jectives, a time schedule, and a cost budget: {2) Analy~
s1s of the exiating system to determine the cost of
operations that wiil be impacted by the proposad system;
(3} Development of the proposed system, at least in
gqeneral terms: (4) Selection of equipment and cost
detsrmanation covering such factors and recurrent
monthly expense, processing time and reserve capacity,
overtime policies and definition of use time, ease of
expanding capacity, and availability of special fea=-
tuzes; (3} Installation cost documentation covering
training and education, systems design and programming,
site preparation, program testing and parallel operations,
data conversion, and one time costs: {§) Evaluation

of study results using a five-year projection to compare
the projected savings of the proposed system over the
present system; (7) Preparation of final recommendations
to management,

Special attention is gqiven to the rent/purcnase/lease
decision, The major advantages of each approach are cited
and some specific quastions are given for consideration.
Sample forms are shown for a five-year evaluation of
proposed system savings and a rent versus purchase analysis.

“The System Proposal.”

Data Processing Manual, Auerbach Publishers, Inc., 1973.
Section 1-5!-3%, PPs 1-7.

The report suggasts that a system proposal be pre-
pared and approved before any commitment 13 made to
dedicate manpower to a system design, The proposal
should deal with guch areas as how to arrive at a
basis for sound cost and manpower estimates, how to
develop a system which 13 acceptable to the user, and
how to cancel projects that are not economrcally feasi~-
ble. Suggested contents of the proposal include a
brief system definiticn, the desired outputs, the maia
design concepts, develiopment and cost aestimates, opera-
ticnal phase-in, operation of the system, the need
for the system, specific benefits, the major steps
to be performed, a proposed schedule and a recommended
course of action.

Cost estimates should be made for both manpower and
machine time, Manpower costs should be broken down into
five elements: analysis of present cperation, prepara-
tion of design specafications, programming, preparation
of the final system documentation, and system phase~:in.
Machine time estimates apply to the programming phase
and to system phase-in.

Fried, Louis.
"How to Analyze Computer Project casu.: 2
Computer Decisions, August, 197l. pp. 22 . B

The general procsdure to be followad for tne cost gnd
payback analysis of a computer project ;s explained, using
a personal trust accounting system as an example. The
1dentification of alternatives is first studied and the
methods used to develop cost estimates are outlined.
Costs considered in the analysis included the amorti=-
zation of implementation and conversion costs over the
1ife of the system, operating costs, clerical costs,
and other one time costs, Forms are shown which were
used in the development of cost estimater.

The evaluation of alternatives, including the “make
or buy” dacision, is described, inecluding visits to other
instailations as a means of collecting data on other
users' experiences. The comparison of estimated costs
of the proposed alternatives and the actual cost of the
present system are then considered. Work sheets and cost
summaries used 1n the analysis are dascribed and illus-
trated. These included separata work sheets for imple=
mentation and operating costs as well as summaries Oy
year. Annual worksheets were consclidatad iato a five
year operating cost chart for presaentation tg managemenc.
A cash-flow and payback analysis was also preparad, and
intangible benafits conaidered.
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3UYING ADP GOODS AND SERVICES

Snyders, Jan.
"Softwara: The Maka or Buy Decision.®
Infosystems, April, 1973. pp. 18=40+,

It is initially recommended that the user have a
reasonably good estimate of the cost of developing a
program in=house beform considering the purchase of
a package. The major items of interest in evaluagting
a commarcial package are then reviewed. These include:
cost, bath direct and indirect; availabilaty and opexa~
tiocnal nistory; system configuration and 1ts impact
on throughput; documentation supplied by the vendors
support, in terms of training, installation, etc.:
modularity and the ability of the package to handle
changes in volume and application growth, The value
of contacts with other users, demonstrations, and
trial periods are stressed.

The major considerations for the user 1n contract
negotiations are considered. The lease versus purchass
decision, discounts, proprietary rights, and relia-
bility are discussed., Cautions regarding delivery and
installation are expressed and a checklist 13 recommended.
A number of spacific documentation items are listed
and some warnings raised about on-site assastance,
mnodifications to the package, and prieing.

Fried, Louis.
*Shopping for Commercial Softwaras,.”
Dana Processing Magazine, August, 1970. pp. 37-39.

The major benefits of commercial software packages
are thear low costs compared to the cost of in-house
development, their usefulness in freeing up analysts
and programmers for davelopment of systems unique to
the husiness, and reduced problems of maintenance. A
project team approach to the evaluation and selection
of a package i3 recommended. The steps involved include
a statement of ganeral system requirements, dencifi-
cation of altarnatives, a preliminary screening, and
a detailed examination of capabilities, preferably using
some form of objective weighting scheme, The types of
selection criteria to be used are identified and a numver
of questions for vendors are listed. Major considera=~
tions for contract negotlation are also covered, These
include liability, warranties, maintenance and improve-
ments, and pricing.

A flow chart of the decision gprocess is presented
along wich a set of 14 questions important to the project
manager and systems analyst, and a set of 1l questions
pertinent to the programmer.

Rullo, Thomas A.
“Undarstanding the Software Package Marcket.®
Data Processing Magazine, July, 1970. pp. 35-38.

. Increasing labor costs and data processing staff
instability are seen az two of the major contributing
factors to the growth of the software industry. The
sources of commarcial packages include original deve lop=
ers (users), brokers, and software houses. Some of the
key congiderations in dealing with each are noted.

The availability of software through user groups and
government organizations 13 discussed, along with some
of the basic problems of the software industry, particu=
larly pricing and support.

TWo evaluations ara necessary in making the deci~
sion of whether to dewelop or buy a package: analysis
of requirements, and weighing of alternatives. After
these evaluations are made, other factors must be con-
sidered. rhe major arguments in favor of in-houses
development are skepticasm over the claims for a package,
differences in standards, and maintenance ang updating
problems, The arguments in favor of buying a package
are time savings, lower cost, and limited staff to de-
yelop a package in~house. The primary consideratiaons
in the selection process are the flexability of stand-
ards and performanca evaluation,

Streecer, D. N. X .
*"Cost Benefit Evaluation of Scientific Computing Services.
184 Syscems Journal, Number 3, 1972. pp. 219-233.

Exparience gained over several years in providing a
variety of computing services to staff members at the IBM
Thomas J. Watson Ressarch Center 18 described. Atterpts
to understand and gquantify the effects of various services
on the researcher and his work are quantified. A sangle
jobstream batch processing system model 1s used to Lllus-
trate the increase .n system response time with increasing
system utilization, termed the system capacity charace-
terisecic. Also introduced is the observatica that the
relative value of computation to an experimenter decreases
with time. A two jobstream modal 1llustrates the effect
of the priorities both on value to the user and on system
capacity. Using a test program, these factors dre evalu=
ated for a variety of systems, including time sharged
systemsg,

System cost and uyser benefit tradecffs are examned
for three types of usaget: computation cnly; programming,
darugging, and computation; and problem formulacion,
projramming, debugging, and computation. Using a method
of differential costs and benefits, it 1s concluded
tnat a time sharing system 1S justified where the daffer-
ential productivity benefits axceed the differential
system cost for the average level of loading on that
system, The relative values of three services (inter-
active, high speed batch, and batch) against a continuous
spectrum of system responsiveness 1s illustrated., It
1s concluded that the immediate advantage of policies
that encourage the right chorce of computing service
15 more effective use of equipment and greater producti~
vity of peaple.

Zani, William M,

“Raal-time Information Systems: A Comparative Economic
Analysis.*®

Management Science, February, 1970. pp. B-350-1355.

This paper presents the findings of an empirical
study on the costs and benefits of real-time :nformation
systems supplied by a computer utility. The suppositions
were that costs would be higher for the real-time systenms
23 compared to conventional batch systems, real-time
Jystems would have a2 positive influence on the operations
of a business, and that & marketing advantage could be
gained by the use of a real-time system, The research
was conducted by comparang three wholesale liquor suppliers
using a real-eime invoicing, iaventory, and accounts re-
Ceivable system with three comparable firma using batch
systems.

The findings of the research were tne raverse of
expectations, Operating savings due to 1nventory level
were not significantly lower for the real-time qroup.
Operating savaings due to reduced recervables were no
better for the real-time group. No competitive advan=~
tage was realized for chose using real-time Jystems,
either i1n terms of response to customer orders, rsedponse
to customar and salesmen information raquesta, or in-
ventory stockout performance. Finally, data processing
costs were lower for the real~tims group. The conclu-
3ions reacned are that real-time systems do not automati-
cally produce savings for a company, and that benefits
can be realized only 1f the systems are meaningfully
integrated i1nto a management process.

Baker, Laurence H. .
“Consider the Alternatives Before You Upgrade.
Computer Decisions, May, 1972, pp. 33-35.

A case is made for the consideration of other al-
ternatives before a decision is made to upgrade a data
processing system. Sowe of the reasons why arguments
for an upgrada may be invalid are given and the vagious
alternatives to upgrading are considered. Three specific
options for financing new equipment are then compared:
rent, purchase, or lease. The comparison is based on the
use gf a time sharing model which computed cash flow
differentials for a five year period. A sample of the
computation 1S iacluded.
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CONTROL OF ADP SYSTEMS DEVELOPMENT ACTIVITIES

Sollenbergsr, Harold M.

“Managemant Control of Information Systems Development,
Part I - Introduction.”

National Association of Accountants, 1371. 23 pp.

This study reports on research carried out to de=-
termine the actual practices and views of representative
firms in managing management information systems de-
velopmant. The research approach is outlined and the
three major issues to be examined are identified: man~
g t invol in planning and control of infor-
mation systems, the informaticn system manager's
organizational planning and control techniques, and
managemant control of syscems devalopment projects.
Eight basic conclusions were drawn from the study: the
main ingradient in successful management is experience
in general man § user support should be the major
cbjective of the system function; management involve-
ment 1s needed at avery level: a clear-cut assignment
of responsibility is critical; open communications
between the systems function and the user 1s essen:xal;

a planning and contraol framework is ary; -]
justification of projects 13 requu:ed; and a suff:.cien:
authority level and adequate ind are ary

for the systenms funcuon. Other conclusions ralative
to manag t invol t, systems function management,
and project management are alse given.

Chapter 2 examines the functional role of informa-
tion systems in the firm and the scope of the information
systems function. The need for a documented stacement
of the scope of the systems function 13 given and an
exampie of such a statement is inciuded. Tha systems
manager's role is examined and the major qualities of
the individual are noted. Managerial prowess rather
than technical skill are emphasized and soma corrective
actions for typical problems 1n systems development
age suggested,

Schefer, Edward A.
*Management Control of the Corporate Computer Activity,’
Data Management, September, 1372. pp. 45-56.

This article concentrates on the approaches and
practices to properly plan and control computer dyscems
activities. Five basic areas are addr d: man nt
and user involvement; information systems department
organization; systems development standards and procedures;
projact and personnel planning and control; and computer
operations practices. A computer control board at the
corporate level and a divasional control board are recom=
mended as means Lo encourage greater management involvement.
The duties of each are described. An information systems
department orgamsization ia recommended that is based on
fivae areas of specialization: systems development, tech=
nical sarvices support, data center operations, administra=
tion and planning. The role of each 1s briefly described.

A standard task approach to the development and maine-
tenance of new systems is recommended. A six phase approach
is described, :including the feasibility study, system spec-
Lfication, system engineering, programming and procedures,
systems acceptance and implementation, system support, and
1mprovement, The key tasks and responsibilities are dis-
cussed and a flow chart and responsibility table are in-
cluded for each phase. A seventh phase, special projects,
is defined for projects that may not go througn the normal
sequence.

Administrativa control techniques needed to support
the information system department are outlined. Project
wnitiation, the project work plan, appropriate controls
for each phase, and a project and personnel reporting
system are discussed.

Probst, Frank R.
A Framework for Planning and Controlling New Computer
Applications,*

Cost and Management, July-August, 1972. pp. 17=21.

The corputer facility is treated as a scarce resource,
and the author argues that some allocation procedure :is
requaired. He suggests that a budgeting structure that attempts
to quantify costs and benefits of computer applications is
neaded, and challenges tne contention that benefits are in=-
tangible and therafores not quantifiable., In order to get
operating managemant involved, he suggests the formation of
an ADP co-ordinating committee, particularly from the point
of view of assessing benefits.

The costing of new applications i3 the responsibility of
data processing management. An approach to standard costing
is outlined for the programming function which basically
amounts to a formalization of existing estimation procedures.
Responsibility accounting is proposed as a cost control
framework and a set of performance reports are described.
Costs are associated with the indivadual responsibla for them
and direct management's attentiaon to problem areas., Individual
reports are aggregatad 1nto an ADP Center Performance Report.

The wimplications of the suggestad framework ara that
the components of the expacted average project cost (standard)
function as predetermined goals for employees, and the
predetermuned project cost represants the charga to the
cperating department.

Pokorney, Joseph L.
“Systems Management for Data Processing.”
Managemant Controls, November, 1371, pp. 223-229,

Syatexs planning and project management are seen as
the primary goals of data processing managemant. Systems
planning is the process of translating new ideas, user
requirements, technology and resource availability into
a comprehensive data processing plan and budget. The
planning cycle 13 described as a series of feedback
loops from four major tasks: the organization's goals
and objectives: programs to accomplish objectives;
cost/benefit analyses for alternative programs; and
program budgeting, the basis of a multi-year financial
plan.

Project management establishes definitive project
plans, assesses progress against those plans, and takes
corrective action. Emphasis 13 placed on the definition of
project life cycle tasks and the roles of specific graups
such as top management, system users, developers, and
operators. Three elements of project management are dis-
cussed, specification development, baseline management,
and quality assurance. A hierarchy of specifications that
descrioes the system throughout :ts life cycle 13 outlined.
The various elements of desiqn documentation provide system
baselines against which change can be measured. Finally,
quality assurance involves the users through design reviews,
systems testing and documentation audits.

The combination of systems planning and project
management 13 seen as a comprehensive approach to managing
data processing systems, Both processes occur simultanegusly
and require controlled participation of all parties.

- 11 -



McReavie, Kenneth S.
*A Conceptual Approach to Compucter Contxndls.”
Management Controls, July, 1972, pp. 166-173,

Organizational concepts and their role in establishing
and assigning responsibility for control activities is
first discussed. Limitations of traditional organizations,
and the advantagas of giving data processing broader raspon-
sibilities are noted, Several key organizational and control
elemeants are examined: delineation of duties, job descrip-
tions, functional expertise, and personnel turnover. The
need for standards against which data procesasing can be
evaluated are discussed.

A preject coantrol system i1s advised, possibly using
PERT or CPM methods, to monitor progress against plan.,
System design, programming and operating standards are
covered. The system desiyn function 1S responsible for
input, process, and output controls. Programming and
operaerng standards are suggested, along with operating
control reports. Physical controls are discussed for
storage of files, atmosphere, physical access, tape/disk
libraries, housekeeping and backup. Sample forms are in-
cluded for a project control record, projact schedule and
statug report, and a data processing opevacions report.

A systems documentation requiremsncs chart i:s also included.

McMillen, William E.
*Step-wise Management Controls.®
Computers & People, April, 1974. pp. 8=3+,

The methods for accomplishing successful coepletion,
orderly restructuring or timely abandonment af computer R
projects are the essence of "step-wise management con:xgls.
Resource allocation and priaority setting govern the assign-
ment of resources to competing projects. Tgp executive
wnvolvement in this process i3 urgaed 1n order to avoad
dalays and failures.

Project management is likened to product management
in that the procedurai steps for development of a system can
be standardized into specific “unit projects® and p{anned
in a manner similar to the “explosion® of a production
schedule. A methodology called *"PRIDE® is described that
i1dentifies nine major componants which correapond to nine
stages in a manufacturing process. The nine stages include:
systems study and evaluation, genaeral system design, sub~
system deaign, administrative and computer procedure design,
program development, computer procedure test, system test,
system operation, and system audit. Each of the phases is
managed separately and none i3 firmly scheduled until the
previcus pnase is completed.

Iin spite of the extra time Lnvolved in documenting,
estimating, and reporting actual time, the author indicates
that time is actually saved in the long run, and that
management involvement 1S assured.

"Managing the Development of a System.”
Data Processing Manual, Averbach Publish ¢ InC., 1971,
Section J-33-31, pp~ I-21.

The concept of systam davelopment cycle has not been
given adequate attention in the developmant of most systams.
The greatest problems have heen the diversity of opinion on
what tasks ars isportant, how tasks should be performad, and
how tasks relate. The life cycle is defined as consisting of
eirght stages: conception, preliminary analysis, system design,
programming, final system documentation, installation, oper—
ation, and cessation. Each stage 13 discussed, in segquence.

Concepticn of a new system may be initiated at any level,
including the OP department, but should he reviewed by a high
level group. Preliminary analysis determines the real infor-
mation needs, sumBarizes the requirements of the applicatiaon,
and tncludes a preliminary cost estimate. The importance of
the cost estimate, the involvement of the user at this stage,
and the contents of the system proposal are discussad. The
dystem deaign phase is conducted by tha ADP department and a
Set of Jesign specifications draws up for user management
approval. A lizt of design specifications is given., The
next stage is programmung and the praimary managsment cone
siderations age in standards for documentation and testing.
Final system docupentation requires several control points
that must be p.ma Prior to turncver of the system o
aparations. A four-level documentation package is recom=
mended, covering general documsntation, program documantation,
DP ocperations documentation, and user operations docuwmen=—
tation. During the installation stage, adsquate testing is
emphasized, and a minimal plan for operational phase~in
Of a new 3ystem is given. A centralized preduction control
unit 13 recommended in the operations stage and soma of
the problems of turning over a new application to operations
are diascussed, Pinally, the ceasation stage is marked by
decline in the usefulness of a system.

Benoit, Paul S.
“Toward Better {anagement of People.”
Journal of Systems Management, October, 1971, pp. 30-34.

The lack of a systematic approach to the management of
systems and programming personnel is discussed. Some of the
causes nave iacluded an over-enmphasis on hardware tachnology.
a shortage of competent managers, high personnel turnover,
and too few management principles that applied to data
processing.

A five-step approach to overcome this problem 1s recom=
mended, Step 1 15 to detarmine the tasks and subtasks which
are performed during analysis, desiqn, programming, impla-
mentation and follow-up of a system. Step 2 involves arc-
ranging tasks and subtasks into a logical and efficient
sequence. A sample list of tasks and subtasks 18 girven.

In step 3, management control points are defined along with
the level of management which will exercige thes control.
Conecrol points are related to the assignment of tasks and
Subtasks under specific catagories as defined in atap 2.

A flow chart shows how management control might be estabe-
lished, Step 4 regquires the documentation of tasks and sub~=
tasks and where necessary, directiona for turning them i1nto
permanent praocedures. Documented procedures provide the
necessary quidelines for accomplishing the installation’s
ohjectives. A Standard Practice Instruction format is
suggested. The final step is to implement the procedures
and insure that they are followed. The author caoncludes
that by adopting the recommendasd approach, data processing
management will again be able to plan, organize, staff,
direct, and control,



COMTROL OF ADP SYSTEP DEVELGPHENRT PROJECTS

Powers, Richard F. and Dickson, G:ary W. . R
"MisProject fanagement: Myths, Opinions, and Reality.
Californias itanagement Review, Spring, 1373, pp. 147=156.

A number of commonly-accepted MIS principles are
questicned, based on an investiqgation undertaken to answer
the question: "What organizacional and procedural factars
are correlates of success with MIS projects?® Answers to
the question were collected both by opinion survey and
ampirical research in the field. The opiniga research was
based on a ranking of MIS project factors oy 140 MIS pro=
fassionals. The field research was based on a study of
ewo MIS projects in each of 10 firms. The criteria of
success were time, cost, user satisfaction, and impact
on computer operations.

Razults i1ndicated that considerable difference extsts
between wnat people thought to be related to MIS project
success and what the depth research showed to be sagnificant
relaticnships. Specifically, 1t was found that the results
applied only to MIS projects and not other types of data
processing projects; chat the active participation of
the actual managers who will use the products 13 crucial
to success; that high documentation standards did not
assure quality projects; that estimates wers invariably
poor: tnat higher user satisfaction resulted when com=~
bination analyst/programmers Wwerge used; and that project
leaders and users did naot usually agree on user require«
mencs, nor what constituted implementation problems.

Harris, William I.
*project Scheduling."”
Data Management, September, 1971. pp. 40-43.

The general management function of planning, ang the
more detarled requairements of project planming are first
discussed. The project plan is introduced as a vehicle
for 1nsuring that nothing is omitted or overlooked, a
format for reporting and distributing information on a
oroject, and a basis for formal status reporting. The
project plan contains schedules, and some of the key
parameters relative to the consideration of time 1in
scheduling are noted. A number of project scheduling
tools are briefly discussed as means for tracking progress
against schedules. These include logic networks,., Gantt
charts, the Lana of Balance technique, dependency networks,
CPM, PERT, decision trees, work breakdown structures, and
IBM's Project Control System.

Hirsch, Rudolph E.
®"Data Processing Can Be Cost Controlled.”
Computers and Automation, December, 1971. pp. 8~135.

The failure of management to control data processing
costs and to jusecarfy initial and continuing informatiaon
requirements 1S seen as the cause of excessive DOP costs.
The author contends that traditional cost control procedures
ire applicable to computer systems, The basic components
2f computing costs are :itemized and i1t 15 noted that an
appropriate provision 1n the chart of accounts must be
made. The need to account for all DOP costs, including
overhead i1zems, 1S stressed,

Jost control of the programming function 1s a critical
Ltem 1n a cost control system and some of the reasons for
cost overruns are discussed, A formalized tima reparting
scheme 1s proposed along with an example of a daily time
sheet. A computer time log, either manual or computer pro-
duced, Ls also recommended and used in conjunction with the
darly time reports to produce a prolect and program time
and cost analysis and 2 programmer performance repore,
samples of each report are shown, Cost accounting procedures
for supplies and magnetic media are also considered,

The author concludes that programming can be managed
like any other activity and sudgests a programming estimat=
1ny procedure based on the size of the program, i1ts com
plexity, the efficiency of the assigned programmer, and
computer test time requirements. The possibility of a
prediction formula, based on these variables, 1s suggested.

Smyth, Don, Jr.

“An Organization for Succesaful Project Management,"
Proceedings of the 1972 Spring Joant Computer Conference,
Volume 10, pp. 129-140.

The thesis 13 proposed that success in software develop=
ment is Jependent on a proper separation of responsibility
within the project organization in combination with extensive
formal procedures. Some of the major problems in software
development are then discussed and classified as unsatisfactory
product, schedule delays, and excessive costs, The unsatisfac-
tory product is generally caused by tco many bugs, instabality,
or unsatisfactory performance. Schiedule delays ara normally
the result of unrealistic schedules to beqin with, Excessiva
costs are most often the result of schedule delays, low initial
estimates, staffing too rapidly, staffing with quantity rather
than quality, follow-on costs, and an inappropriate type of
contract.

An gptimal project organization s suggested in which
the functions of development, integration, and project zast
are separated under the leadership of a project manager. The
orincipal characteristics of good project management are
summarized. Devzlopment activities are described in terms
of the major development function, debugging tools, performance
measurement tools, and dependency consulting and problem
diagnosis. Integration activities provide for control and
visibility of development activities. Test activities and
the function of the project test group are outlined.

Procedures for providing project control and visibility
are discussed, along with staff and general support activities.

Thompson, Lloyd A.
"Effective Planning and Control of the Systems Effort,”
Journal of Systems Man t, July, 1969, pp., 32-135.

The responsibilities of the systems man to plan,
organize, direct, control and coordinate the systems
esfort are emphasized, and a four phase approach to a
systems study :3 described. The four phases consist of
systems planning, implementation planning, pragrammng
tasks, and system maintenance. Individual major and
specific steps within each phase are listed.

Systems planning involives preliminary planning, fEact
finding, <2nalysis, preliminary systems and methods design,
the system proposal, and specification. Ilmplementation
planning becomes management’s control tool for the imple=-
mentacion process, and estamlishes the specific tasks
tnvalved, the relationsnip among them, and a method for
reviewitng and approving completed tasks, Programming
tasks are broken down into detailed systems design and
programmng, installation, and follow=up. Systems main-
tenance 15 required to adjust to revisions in oparating
objectives and requirements, and to optimize operation.

The problem of scheduling 1s noted, and some pertinent
questions to ask 1n order to achieve a workable schedule
are suggaested. An 1nstallation schedule to quide the
.mplementation of the system is recommended.
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Xeller, Amold E. .
"You CAN Control Computer Costs.
Business Automation, April, 196%. pp. 46~51.

This article is based on a project control system called
Data Project Management System developed by the fhoto Products
Group of Bell & liowell Co. The types of reports prgduq_:ed oy
the system, and the types of management questions it is
designed to answer are summarized. The underlying need for
the system 135 related to the demand for ADP services versus
the limited resources available to provide them., A standard
policy and procedure for handling requests for service 1is
outlined along with the approval process.

The method of controlling project tasks is described.
Analysts and programmers report hours applied weekly oy
project and task which become i1nputs to weekly project
control reports. The reports are used Dy management o
review project status and variances from original estimates.
Several other control practices are noted, including a r.-
view prior to the acceptance of an application for production,
keypuncn operator performance, and ADP operations performancec.

A parallel 1s drawn between data processing and a man-
ufacturing facility to show that controls can work in data
processing, provading that users become invoived in the
planning process.

Dickson, Gary W.

“Control Systems for Information Systems Developmant
Projects.”

School of Business Adminstration, Univ. of Minnesota,
31 pp.

The subject of project control is presented as a
subfunction of the overall project management system, and
survey results ars reported to demonstrate that the sw-
jent 18 not considered a primary proolem by most EDP
managers. An overail project management system is then
presented as a2 six-stage process consisting of origination,
proposal praparation, selection, analysis, design, and
instailation. Project control ig primarily concewned witn
the analysis, design, and iastallation phases.

Project control techniques provide for the control
of project tima schedule progress, project cost perfor=
mance, and project resource utilization. An example of
project stage definition i3 given, which forms the bas:is
for an associated project control document. Sucn a docu-
ment 1S shown and consists of two sections, one dealing
with project time performance and the second with cost
measurement, The use of PERT or CPM as a basis for project
control is also discussed, although the author indicates
that, except for the very largest projects, these tech-
niques may be unduly complicated.

A gimpler system 1S sugqgested, using Gantt charts
to control project duration, bar charts to control costs,
and a time-based graphical analysis of resource commitments
versus requirements.

Keelan, C. I.
“Controlling Computer Programming.®
Journal of Systems Management, January, 1969. pp. 30-33,

A systeam for the control of computer praogramming at
Johns=-Manville is reviewed. All projects are initially
submitted as a formal request for data processing service.
The programming manager supplies estimates for program=-
ming and teseing which, 10 conjunction with other cost
estimates, become the basis for management approval.
Once the project is approved, a programming projects
form is prepared which includes a figure for "estimated
hours to complete.® The method of estimating programming
13 degcribed, and 1t 13 noted that the company's worst
estimates have been for prototypa projects,

Each programmer accounts for his tame on a weekly
basis by project number, :including projects for non-
applied time such as training and work interruptions.
Summaries of programmsr time reports are prepared for
management showing where each project stands relative
to the estimate. Periodically, a raport of completed
projects is preparad.

Principal benefits of the system are that 1t facxli-
tates long-range schedules of programmer’s time, qives
pragrammers a standard of performance, permits early
detection of trouble, and keeps managecent informed.

-1y -

BSrown, William F. and Richard P, Mason.

“Applying Industrial Engineering Techniques to Computer
Programmang Management,

Journal of Systems Management, Gctober, 1970. pp. 34-4l.

A mathod to apply specafic industrial engineering
techniques to programming tasks iLs described, specufi=~
cally to improve the output of a group of programmers
and to give them more job satisfaction. The program is
called Manpower Analysis and Performance Standards (MAPS)
and utilizes the techniques of work flow analysis, work
place layout, work samplification and methods rmprove-
mant, facilities utilization, work scheduling and control,
and work measurament. The steps involved in the installa=-
tion of the program include: planning, training and ia-
doctrination, definition, vork analysis, controiled
reporting, performance goals, and attainment of goals.
The approach used by the industrial engineer in analyz-
1ng specific jobs and {n the setting of standards s
explained.

The application of the approach to a programming
group was undartaken with the objective of improviag
output by 25%. A daily log was filled out by the pro=-
grammers and a work flow was deweloped. Standards were
set for spacific activities and an example of one such
standard is given. An overall increase in performance
of about 40% was realized from the program, Other
recommendations led to further savings and wnprovements.
Based on the standards established, a standard reporting
system was established. An illustration of a Program Per—
formance Report shows how performance improved over time,

Boehm, Barry W.
“Software and Its Impact: A Quantitative Assessment,”
Datamation, May, 1973, pp. 48=59,

Certain transferable conclusions about software
devalopment are drawn from an Air Porce study on command
and control information processing requirements and cae
pabilities, Some statistics are first given to show the
magnitude of the software problem :1n terms of dollars,
and three opportunities for reducing software delays are
discussed: increasing each tndividual's software pro-
ductivity: improving project organization and manage=
ment; and initiating software development earlier in
the system development cycle. [mprovement of programmer
productivity can be achieved primarily through aware-
nesa of where time 13 actually spent, becter Lanquages,
and structured programming, Some proven management prac—
tices are suggested and the concept of 1 “software=-first®
machine 13 proposed as a means of accelerating software
development.

Some quidelines are qaven for the acquisitian of
hardware capacity relative to software requirements and
the need for ocetter definition of software requirements
18 ‘discussed. The tachnical problems of software relia-
bility are explored and some gossible future deveiop=
ments that may help to improve reliability are noted.
Finally, the lack of a software engineering data base
13 seen ag a hindrance to the analysis of software
problems,

An 1ntegral part of this article 18 a software
quiz which addreases the following Guestions: Where
doas the software effort 0? How do hardware constraints
affect software productivity? Where are software errors
made? How do compilers spend their time>

Black, Donaid L.
"Controlling a Computer System.®
Datamation, Apr:il, 1974. pp. 38-99+.

The need for cost control of programming changes
13 noted and an alteration control system 1in use at
the Prudential Insurance Co.'s Financial Security Pro~
gram office 1s described. The system 13 centered around
two controlling documents, a computer alteration request
form and a project/alteration cost-out sheet., The altera-
tion request form 13 required whenever a modification
15 to be made to production programs. This form is filled
out Ly the submitting group and tne cost~cut sheet is
prepared in data processing. A detailed description
13 given of the review and approval procedure.

Use of the system has helped to reduce the ADP work-
load and eliminate crash projects. A reduction in the
systems and methods staff was also realized,
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Sollenberger, Harold M. and Arens, Alvin A.
"Systems Control and the Poste-completion Audit.”
Internal Auditor, March-April, 1973, pp. 22-33.

The growth of the concept that information is a
valuable input resource much like those of men, materials,
and money, in conjunction with the increase in complexity
of information procesaing systems has led to a separation
of the information procesaing function from users. This
separation requires an increasing amount of control over
system development projects., In part, this can be achiaved
through specific management decision points structured
into the system development process. The seven phases of
gygtems development are defined as idea origination,
feasibility study, basic systems design, detailed systems
design, implementation, operation, and the post-completion
audit. The key decis:on points follow the feasibility
study, basic systems design, detailed system design, and
implementation.

The remainder of the article focuses on the post-
completion audit, the intent of which is to compare the
benafits and costs resulting from the new system with
the expectations that axisted when the project was ap-
roved. Its basic purposes are to evaluate systems per-
sonnel, to motivate persennel, to provide a learning
experience for future systems decisions, to provide a
means of early corrective action, to independently ex-
amine operating afficiency and effectiveness, and to
conduct a final assessment of the entire project. The
role of the internal auditor and the timing of the audit
are discussed. In cases where development of a system
extends over several years, a continuous audit process
is suggested.

Burpo, Christopher W.
"is the Post Audit Necessary?®
Data Managemeng December, 1973. pP. 14=-17.

A survey of twelve organ:zations was conducted to
determine the necessity of a posteimplementation audit.
The audit is defined as any procadure for evaluating the
performance of a data processing system, key elements
of which include management review of the results, docu=
mentation, and objectivity. The implications of objec—
tivity, relacive to the chorce of a person to conduct
the review, are discussed.

Results of the survey indicated that relatively
few companies used the formal post audit procedure.

The author indicates, however, that one of the pramary
justifications for the post audit is to identify the
causes for cost over-runs in order to prevent simlar
occurences in future systems. The audit approach used
by a large retail chain is briefly described to show
the advantages that can be realized. The elements of
the post audit that are essential to its success are
timeliness, methodical examination, managerial review,
publicity of the results, separation from personnel
evaluation, and aobjectivity.

Carlson, Erxic D.
"gvaluating the Impact of Information Systems.®
Management Informatics, Volume J, Number 2, 1974, pp. 57=67.

The concept of impact evaluation 13 introduced and
described in terms of two systems: an initiacing system
whose impact is to be evaluated, and a target system upon
which impact is to be measured. Six methods for eavalu~
ating the 1mpact of information systems are discussed,
These ;nclude event logging, attitude survey, rating and
weighting, systam measurement, system analysis, and cost/
benefit analysis. Each method i3 described, 1ts apparent
advantages and disadvantages listed, and examples of 1its
use given.

Some common problems of all the methods include the
choice of meaasures, data collection, i1dentification of
factors influencing the evaluation results, interaction
etfects, difficulty of control, and judgment craterira.

A general model for impact evaluations, adapted Erom
experimental statistics, i3 proposed as a method of
mitigating the complexities. The elements of the model
include a statement of objectives, a choice of measures,
the choice of troatments and experimental units, the

plan for assigning the treatmeats, a sample selection
plan, and the choice of analysis criteria and techniques.
An example of the use of the model 13 given for a statisti-
cal evaluation of the impact of an information systam on
the preparation of a budget.

Harris, Richard 0.
“EDP Systems Audits.”
Data Managemeant, September, 197l. pp. 64-7l.

Early efforta at systems auditing are evaluated
and found to be lacking on at least four different
grounds, The question of whethar external audits cover
ADP systems sufficiently is raised and seven reasons
gqiven why iwnternal auditing should be concerned with
ADP systems, It 1s recommended that the function be
an iategral part of the [nternal Audit organization
and that 1t possess both ADP systems and audieing ca-
pabilities.

The goals of systems auditing are derived from
such system characteristics as security, reliability,
aud:itabality, control, performance, and cost/effective-
ness. The principal action programs include cperational
audits of data centers, review of systems development
projects, and technical assistance for financial audits
of business functions. In addition, an actien program
that crosses all areas 18 involved with security and
protection. The lack of supporting standards and poli=~
cies for ADP auditing 13 noted, several administrative
policies and technical standards are suggested, and an
example of an audit checklist 13 qiven.

Working relationships between internal auditing
and systems people are discussed and several specific
problems are raised. These include measurement of system
usage, docurentation, post~audit reviews, and modifi-
cations to systems. Finally, the implications of syatems
auditing for audit planning are examined.
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COYTROL OF AP NPERATINLS ACTIVIGIES

Dearden, John and Nolan, Richard L.

"How to Control the Computer Resource.”

Harvard Business Review, November-December, 1973,
pp. 63-78.

The computer resource is differentidted Crom other
staff activicies in three ways. First, 1t has a sample
purpose, economy, although its .control is far more diffie-
cult than 1t appears on the sarface, Second, it has a
complex set of supply/demand characteristics including
a high ratio of fixed to variable coscs, economy of
scale, rapid growth of the need or ADP services, and
cyclical loads. Third, the compucer resource is rela=
tively new resulting in investment decision and staff-
1Rg uncertainties.

Three cagse studies on the subject of chargeout of
computer sarvices are presented, the first with no charge-
cut, the second with full chargeout, aund the thard with
partial chargecut. The no chargeout case 18 charactarized
by the treatment of the computer as a free good and the
requarement for a central body, or stiering committee,
te centrol the use of the cormputer resource, The full
chargecut case uses & pricing machanisn to allocata come=
puter resources and decentralize the responsability for
effectivensss of computer use. In the pairtial charge-
out case, the pricing mechanism is used to ration re-
sources while certain controls over use of the computer
remain centralized. The autnors recommend the use of
full chargeout systemg, with partial chargeout systems
as an i1ntermediate step untll more experience is gained.

A framework for management control of the resource
12 presented based on a four level analysis covering
gqurdelines for use of the computer, operation af the
control system, monitoring and control of efficiency
and effectiveness, and how saervaices should be altered
for continued effectiveness. A 32ni0r management steerx-
ing committee, a project management system, and a deter~
mination of the level of user accountability are seen
as the necessary ingredients to establish good control.

Gildersleeve, Thomas R.
“Organizing the Data Processing function.®
Datamation, November, 1974. pp. 46-50..

Organization of the data processing function 1s treat-
ed on two levels: gystems and pregramming, and the computer
center. Four possible approaches to the organrzation of
systems and programming are examined: application, func-
ticnal, project-functional, and project staff, The appli-
cation approach is well suited to situations where
applications are distinct and not interdependent, but
13 weak in cases where systems are integrated. The
functional approach is not advised for systems and pro-
gramming since the work i1s primarily of the project
type. The project-functional organjzation, or matrix
organization, gains the advantages of the functional
organization without its disadvantages. It 1s suitable
for large, mature systems and programming departmants
but generally too expengive for smaller groups. The
project-staff organization 13 more suitable to smailer
organizations, but problems arise from the lack of line
“authority on the part of the staff function.

The computer center :s praimarily a production
operation and the appropriate organizational approach
13 functicnal. Three functional areas are recommended:
the computer floor, the control room, and the library.

A schematic diagram shows the flow of material between
these three functions and the user and programmung
groups. Cartain responsibilities which are shared be-
tween the computer center and systems and programming
{such as personnel development, standards, and research
1nto new egquipment and techniques) suggest the need

for a staff group under the data processing director
as well,

Nolan, Richard L.
“Managing tha Computer Resourca: A Stage Hypothesis.®
Communications of the ACM, July, 1973. pp. 339~405.

The lack of a normative theory for the use of com=
puters in organizations is noted, and the use of stage
theories for developing knowledge in diverae fiaslds
during formative periods is discussed. A stage hypothe~
esis for the use of computers in organizations is then
developed bagsed on the pattern of computer budget growth
for three companies. The specific tasks of planning,
organizing, and controlling are related to the four
defined stages of budget growth: computer acquisation,
intensae system development, proliferation of controls,
and user/service orientation.

Stage I 13 characterized iniexrally by a lack of
consistant management approach and a final commitment
by manag t to the puter. Stage II 13 characterized
by man t's at pt to use up tha capacity of the
computer and to increase the range of applications,

The computar budget increases exponentially and becomes
4 major management concern., In Staga 1II, management
attention 13 focused on controlling expenditures and
various control devices are instituted. Stage IV is
characterized by a maturing of the computer function,

a refinement of controls, a slowar growth of the com=
puter budget, and increases in efficiency.

Three tables cutline the various tasks and subtasks
associated with the management functions of planning,
organizang and controlling during each of the four stages.

Gibson, Cyrus R., and Nolan, Richard L.
"Managing the Pour Stages of EDP Growth.*
Harvard Business Review, January-Pebruary, 1974. pp. 76=-88.

Four stages of ADP growth are established {initi-
ation, expansion, formalization, and maturity} and withan
this framework, three types of growth are discussed:
growth in computer applications, growth in the speciali-
zation of ADP personnel, and growth in formal manage~
ment techniques and organization. The characteristics
of each type of growth during each stage are shown
graphically, followed by a discussion of the four stages.

in stage !, the computer 18 typically located in
the department where it will be first used and manage-
ment pays little attention to longer range implications.
Neither payback criteria nor costs are scrutanized
carefully, and budgets typically expand rapidly. In
addition, digruptions may be caused as a result of em—
ployee fear of the new computer. Stage II is character—
1zed by an explosive growth of computer applications
brought on by the enthusiasm generated from early suc-
cesses, more user demands, and a lack of management
controls., Key management actions during this stage in~-
volve the development of stronqg middle managers and
a recognition of the increasing specialization of per~
sonnel within the computer department. In stage IIX,
the budgetary crisis brought on by runaway costs in
Stage II results in excessive control methods by manage=
ment that may put a stop to growth, Three suggestions
are given for management during this stage. Firse,
there is a need to centralize some parts and decentral=-
1ze other parts of the computer resource. Second, top
management nmust become involvad in the diraction of
the computer resource., Third, the systems analyais
function must be reorganizaed to properly reflect ugser
needs. Stage IV requires that the manager find a balance
between stability and technological advancement, the
key to which lies 1n the guality of communications
between himself and top management, and betwean the
MIS department and the users.

7 -
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Battaglia, Vincent J.
“Cutting Computer Costs.®
Financial Executive, August, 1972. pp. 26=«30.

*Valus Received Analysis®™ (VRA) idg proposed as a
mathed of measuring computer operations accurately
enough to improve productivity. It is shown by example
that most systems are not utilized fully, and that
typically applications age not chosen on the basis of
payback or profitab:lity. The value received analysis
consists of two phases. The first is essentially a
computer effectiveness audit that evaluates the depart-
ment 1tself with respect to organizaticn, fuactioans,
and efficiency. Specific areas to ba evaluated include
personnal productivity, the level of utilization of
hardware, the choice of software and operating systems,
and analysis of the production environment covering
such items as scheduling, testing procedures, library
procedures, supplies, qualicy control, physical layout,
and security.

Phase II of the VRA focuses on the use of the ADP
resource by both user and v r depar ts and the
benefits raceived, This phase concentrates on such
areas as the value provided to users by data processing,
the effectiveness of the tools being generated, fu-
ture user needs from data processing, and profitable
applications or cast savings that are being overlooked.
A brief case study 18 given to show how a multi-divisionai
company used 3 VRA to reduce expenditures by 15i.

Smuth, Hendrick S,

®Cost Control for Computers: Appiying Bread-and-butter
Principles.”

Susinesa Horizons, February, 1973, pp. 73-82,

The stakes involved in the cost of ADP installations
are highlighted by figures showing current expenditure-
rates. The author's contention 18 that management can
control costs in the ADP area, and some specific approaches
are ocutlined. Planning 13 the first step and should be
used as the basis for management questions about future
computey expenditures and methods of reducing costs.
Agsocrated with this 13 the need for clearly defined
budgets and the charging of users far services rendered.
Top management should alse insist on a comprehensive
information system for ADP, ane that tncludes utiliza-
tion reports, efficiency reports, and cost exception
reports,

Although top management need not he familiar with
the technical aspects of evaluation products, he should
at least be aware of the value of such tools as monitors
and simulation, and question the OP manager about therr
use. Outside audits are also recommended for larger
companies as a means of finding cost reductions, particu=~
larly the possibility of purchasing jervices or software
on the outside. The treatment of ADP as a profit center
18 judged to have merit in terms of forcing the ADP
group to be competitive with outside services. Finally,
because "people costs® constitute such a large part

of the budget, productivity measures and tools to !

automata certain tasks are suggested. !

[
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“furney, PELer BB, T
“A Systems Approach to Planning and Adjusting Computer
Capacity.”

Manaqement Adviser, July-August, 1374, pp. 32-35.

The author’s basic premise is that 1t L5 passible
to 1ncrease gystem capacity in less costly ways than
upgrading to a larger system, The modular design of
taday's computers permits incremental adjustment of
configurations to better match workloads and to elimi=
nate bottlenecks. Similarly, software changes can often
wmprove system performance and avord major system up-
grades. Other factors influencing systen capacity ia=
clude operator staffing, system improvements, and tne
tradeoff between turnaround time and c3paclty.

Capacity adjustment 15 generally viewed as a
long term decision, but the author points out that
smaller incremental changes in capacity through configu=
ratron changes, add-ons, operations staffing, and softe-
ware umprovements can ease long run planning for computer
capacity. The lead time for making capacity adjustzents
18 greatly reduced and the ability to correct fo. fore-
cast errors 13 greatly simplified. Management gains
flexability in the short run and, to a large exczent,
can avoid capacity changes i1n large and costly increments.

Primavera, William 3.
"Cost Savings Possible in Data Preparation.”
Computers- and Automation, May, 1971, pp. 19=20,

. In spite of the fact that costs pecr computation
1n computing equipment have decreased about tenfoid with
each computer generation, data entry costs have con=
tinued to rise, This 13 astributed primarily to the
extra personnel expense rnvolved., Several inefficient
practices are identified, i1ncluding unscheduled batches
of work, lack of preduction standards, poor document
formaes, and company policies of 100% verification,

. Some suggested solutions include more computar
editing to eliminate verification, more realistic
scheduling, measurement of operator performance, and
new equipment, oQperacor productivity is seen ag the
most important factor tQ assess, and a techmque for
predicting data preparation times is suggested that
can aid 1in evaluating differenec alternacives for data
preparation. Experiences of two companies demonstrate
that improved measurement and control, and the appli=-
cation of basic production and schedule controls can
jreatly 1ncrease productiviey.

A chart compares the characteristics of the stand-
a+rd keypunch, the buffersd keypunch, key-to~tape, and
shared processor key=disx-tape within the general
catagories of operator productivity, error control,

machine utilization, management control, and aperating
costs.

Blevins, Herbert H. at al.

“Managing MIS - Part l: Controlling Costs; Part 2:
for Accuracy; Part 3: Personnel; Part 4: Security;
Puture Oevelopments.”

financial Executive, June, 1374, pp. 26=36+,

Auditing
Pare S

This five part series 1s based on the responsas
of five top~lavel ADP managers to specif{ic questions
1n each of the subject areas. In Part l, the question
*What techniques do you use to control 4[5 ¢osets?® was
asked, The approaches used included time accounting
systems, education of users to eliminate wastaful
projects, microfiche, billing of user departments,
cost/benefit analyses, and project status reparts.

In answer to a question regardiag the control of growth
of systems, the data base approach, reqular review of
outputs, and project reviews are suggested. 3is to tne
financial justification of the YIS department, the
gjeneral concensus was that Jdollar savings could be
3uantified, even though many of the advantages of the
MIS were essentially intangible.



Schroeder, William J., Jr.
*hata Processing -~ Now Frontier for Scientific Managemant.®
Management Adviser, July~August, 1371. pp. 17-42.

Eight techniques of scientific management that
are applicable to data processing are sxamined: work
measurement, internal scheduling, ¢ 1bility ac-
counting, cost control and budgeting, project manage=
ment, project evaluation, personnel management and long
range planning. Work measurement leads to standards which
can oe useful in managing throughput and determining
personnel requirements. Internal scheduling helps to
increase throughput in multipragramming systems and
identify critical points within the overall work flow.
Under responsibirlity accounting, the various functions
within data processing would be treatad as separate cost
centers as a means of better controlling costs. Charge=
back of data processing cosets to user deparctments 1is
proposed as a means of making users more cognizant of
the costs of computing, while the data processing manager
retains responsibility for accomplishing tasks wathin
his budget. In addit:ion, a cost control system is recom=
mended to provide management with better breakdowns of
actual expenses by project and functicn. A projecet
management appreoach, similar to that used for major
capital 1nvestments, LS suggestad and the basic steps
in project authorization are described. A project evalu-
ation technique is aiso recommanded to provide manage=
ment with guidelines for future projects as well as
assessment of current project status. Improvements 1n
personnel man t are dad to increase the effi-
ciency of the programming function. Finally, the need
for long range planning 13 emphasized.

Adams, Donald L.
"Data Processing Management,®
Management Contrals, July, 1969. pp. 148~151.

A checklist of tachniques for management of the data
procesaing center is given and each is briefly discussed.
The need for an organization chart 1s first noted and
sample charts for a small, medium, and large scale installa~-
tion are included., The separation of duties into operations,
programming, and systems is recommended, as 1S the prepara-
tion of formal job descriptions. An independent comtrol
group to balance and evaluate input and output i1s suggested.
Operaticons practices should include workload scheduling,
machine logs, standard times for recurring jobs, and
formalized operating procedures. File protection proce-
dures, including gquidelines for retention, standards for
housekeeping, and the recovery of scrap cards and paper
are discussed.

For the programming group, documentation procedures,
flow charting standards, and testing procedures, tncluding
procedures for new programs, are examined. Finally, a
policy for the evaluation of data processing personnel,
insurance coverage, procedures for emergency situacions,
and the need for a long-term plan are discussed,

Porter, W. Thomas.

"Control Considerations in Systems Cperations: The Necessity
of EDP Systems Controls.”

Data Management, September, 1970. pp. 29=-33.

Three types of controls are considered: management,
arqanizational, and procedural. Manag t controls reguire
standards for equipmant, personnel and projects against
which performance can be measured and appropriate corrective
actions taken when necessary. In conjunction with this, a
long range plan 13 recommended for the establishment of
policies and priorities.

Qrganizational controls separate the systems planning
and programming function, the operations function, and the
program maintenance and library function. In this organi=-
zational context, the roles and functions of each group are
discussed,

Procedural controls involve three levels: source data,
data processing, and reporting. Source data controls are
used primarily to determine that transactions have been
properly recorded at the point of origin, and that they are
praperly transmatted to data processing. The use of program=
med editing of source data is discussad as a m2ans of replac-
1ng soma of the traditional human checks on data accuracy. ~
Data processing controls are used to detect the loss or non-
processing of data, to check on the accuracy of arithmetic
operations, and to determine that all transactions are
posted to the proper record. Reporting contzols insure that
Qutputs are complete, substantially cerrect, and that errors
detected during processing have been corrected,.

Read, H. V.
“Problems in Managing the Data Processing Department,”®
Journal of Systems Managemene, May, 1370. pp. 8=11,

The growing sophistication of computer systems has
dded to man ‘s problems in controlling them,

Several of these problems are examined with an eye toward
helping man t to T gnize and deal with them in
the fugure., The difficulty in measuring the productivity
of systems and programming personnel 1s first noted and
an approach to work measurement i1s discussed. Product
quality i1s another problem area, and the pre-installaticen
audit concept is proposed as one approach to eliminating
delays and errors. Thaird generaticn software has added
to ¢osts, not only because of unbundling but also because
of increased maintenance problems. In conjunction with
this, greater personnel turnover will further aggravate
the saituation.

In the operations area, proper standards, documen-
tation, and operator training are identified as key
elements of a successful operation. In particular, the
sophistication of today's machines demands proficient,
well=trained operators to assure efficient operations.
Data entry 1s frequently a problem area, and the possi-
bility of OCR as an input source, thereby eliminatang
many of the problems of keyboard data eatry, is suggested.

Future impacts on management will be felt from cone-
tinued hardware advances, .ndependent peripheral offer-
ings, unbundling, perscanel shortages, and increasing
training costs,

- 20 -



Rut ledge, Ronald M.

“Installation Management - The Next Ten Years."
Proceedings of the 1972 Spring Joint Computer Conference,
Volume 4Q0. pp. 833=-839.

The author gives an extrapolatien of the challenges
facing installation managers in the coming years, and

the manner in which his own installation, Carnegie-Msllon
University, expects to react to them. The various computer

ganerations are briefly traced and some of the chief
characteristics of rle fifth generation are identified:
low cost mass storage, reliable and economical tele=
communications, networking, and management information
systems.

Personnel and organization are seen as one of the
key challenges, particularly the need for highly quali-
fied peopie, An executive gap is described and 1t 1s
suggested that an executive position with the raspon-
sibility for coordinating and integrating the organi-
zation's D r ces is ded. Changes in system
configurations and creliability will encourage tha use
of minis surrounding 2 centraiized CPU. Networking will
allew the linking of local computers, the reduction in
redundant facilities, and the elimanation of duplicate
costs., New approaches to perfor me t, coat
control, and financing will lead to further savings.
Reductions 1n hardware maintenance and improved soft-
ware engineegring methods will result 1n increased compe~
tition and more options fer user selaection of cutside
maintenance services. Other areas discussed include the
impact of contracts and law, standards, competition,
and management information systems,

Jung, David C.

"facilities Management - A Marriage of Parcupines.”
Proceaedings of the 1972 Pall Joint Computer Conference,
Volume 41, Part I. pp. 123-134.

The concept of facilities management is first
defined and 1ts origins in the federal govermment and
in the health care field are discussed., Not all com=
panies can benefit from facilities management and iarge
companies, who have already achieved economies of scale,
are seen as the least likely to realize any advantage.
Banefits to smail and medium sized users are primarily
related to better control over ADP operations, smaller
investments to upgrade computer capacity, elimination
of ADP personnel problems, easier conversion %o current
generation software, less concern with selection of
new equipment, and less requirements for in~house de-
velopment personnel. Major cost savings are based on
the economies of scale realized by the facilities man=
ager but a well written contract is essential to assure
that the savings are not offset Dy conversion or other
costs. The long range benefits of the relationship are
seen as the key to success and the permanent nature
of the agreement 18 emphasaized.

The market stnicture and forecast for facilities
management are examined., Major markets are in discrete
and process manufacturing, the medical sector, the fed-
aral government, and the finance sector, The market
potential for any sector is dependent on five criteria:
homogeneous business methods, simlar products or ser~
viceg, requlation by government agencies, prior evidence
of subcontracting sarvices, and special ADP oparating
problems. Forecasts of the market size by 13977 are given
for various sectors.

Guidelines are suggested for evaluating the vendor,
his proposal, and the contract, The three key areas
of evaluation are financial stability, past record, and
level of industry expertise.
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Streeter, D. N.
“Centralization or Disp ion of Computing Facilities.”®
iBM Systems Journal, Number 3, 1373. pp. 283-301.

The relaticnships and tendencies that influence
the centralization-dispersion decision for computer
facilities are examined with the cobijective of devising
a mathodology for the decision. The advantages of
centralization are first discussed, with an emphasis
on economies of scale and the elimination of duplicate
data base maintenanca. The tendency toward decentrali-
zation is next examined. Aside from saveral psychologi-
cal factors favoring decentrallzation, certain
communication costs, errors, and interruptions are
avoided. Specifically, the user-ccmputer communication
cost, the cost of service interruption, and the cost
of centralization for N installations are conaidered.
A cost minimization solution is presented and illus-
trated usang a hypothetical example of a satellite-
central network,

The effects on guality of service provided by cen-
tralized or dispersed computer facilitias are next
examined using system turnaround tims as the iandicator
of performance. A queuing model is daveloped that per—-
mits the determinatien of a cost of the quality of
service. In conjunction with the previously defined
costs, guidelines are established to aid in decisions
of cantralization versus dispersion of computing facili-
ties. The basic strategy proposed is the linking of
large regional service centers providing standardized
production services with satellite centers that perform
local personalized services.

Predericks, Ward A.
"A Case for Centralized BDP."
Business Automation, January, 1372, pp. 20-24,

Three basic reasons are given for the trend toward
centralization of information processing activities.
Pirst, the desire for standardization stems from a
need to reduce duplication. Enforcement of standards
requires a centralized authority. Second, application
complexity 18 an outgrowth of a demand for increasingly
sophisticated computer applicatiaons, which requaire
data from various functional areas. Third, a shortage
of ADP personnel compels management to bring them under
central management and control pricrities on a corpany-
wide basis.

Centralization requires chat the ADP function
be assiqned directly to corporate management rather
than a functional organization. Problems in the relae
tionships with traditional organizational functions are
noted and a slow and deliberate approach to integrated
systems is advised. A five-step systems development
process 13 sugqgested which includes identification of
a business need, formulation of an approach to satisfy
the need, refinement of the approach i1nto a workable
plan, :mplementation, and ongoing support. The approach
resembles the life cycle of a corporation and contrib-
utes to the success of a centralized ADP activity.

The structure of a centralized ADP organization at
Massey-Ferquson is described and an analogy to a total
corporation 1s drawn, This approach i{s seen as the key
to succesaful centralization of the ADP function.
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ACCOUNTING FOR ADP COSTS

0'Conner, Thomas F., and Raaum, Ronell B,

"Can Cost Accounting Help Manage the Rising Costs of
ADP Operationa?®

The GAO Review, Fall, 1972, pp. 46-52.

The growth of ADP expanditures by the fasderal government
and the difficulty in defining the precise level of expendi-
tures presents a challenge to the accounting profession to
agsist in managing the risang costs of ADP operations. Two
aspects of the problem are the lack of consensus on what
constitutes ADP operations, and which accounting principles
and standards should be applied, The first problem is one
of managemant visibility and 1§ characterized by the prablers
of identifying exactly which hardware is to be consadered
as part of ADP, which personnel should be charged to ADP,
and what supplies are properly considered ADP supplies.
Variations 1n accounting practices also exise among dirfferent
government agancies, particularly with respect to the account-
ing for sofeware and the question of capitalization versus
expensing.

The concern over ADP operations and their costs 1s based
on their unique and widespread impact, the rate of change of
the technolegy, and the magnitude of the expaenditures. In
chis context, the need for an appropriate cost accounting
system 13 stressed. A GAQ project to develop more specific
quidance in this area is noted.

Reichardt, Karl E.
“Capitalizing Costs of Information Systems,®

Hanagement Accounting, April, 1374. pp. 33-43.

Because of the substantial nature of systems costs
and the fact that their useful life usually extends beyond
one accounting period, an argumeant is made for capitalizing
cartain of the costs of development and maintenance of
information systems. It i3 stresgsed that the form of an
asset, whether Lt be physical or non-physical, shouid not
be a deciding factor. A system 1s said to be an asset be-
zause 1t possesses the three essential characteristics of
an asset, namely, that i1t possesses present and/or future
benefit, that i1ts benefits accrue to the business, and that
the right to 1ts use is a legally enforgeable claim.

aAn analogy is drawn between systems costs and two
other costs which are frequently capitalized, organization
costs and research and development. The similarities between
systems costs and these other two costs are used as a basis
for justifying capitalization. Arguments against capatale
1zation are reviewed and the fallacies i1n each are identified.
These arguments include the fact that systems 1S a continuous
functicn, that meagsurement is difficult, that there 13 un-
certainty as to future benefits, and that accounting con=~
servatism should not take precedence aver accurate repre-
sentation of actual assets.

The author Suggests that capitalized systems costs be
classified as 1ntangible assets and allocated over the entire
useful lifa of the system. He concludes that capitalization
communicates the existence of an 1mportant asset to the users
of financial statements.
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Dackard, Noble S.
"Capturing the Development Costs of an Integrated MIS.”
Journal of Systems Managemsnt, January, 1970. pp. 14=17,

A technique for gathering and analyzing cost data
during the development of a management information system
18 presented. The four major steps, or phases, of develop-
ment of an MIS represent a convenient method for cost
classification. The first of the steps 18 the “organization
functional review and system identification® to build an
organization synopsis and define informat:ion needs. The
second step 13 systems analysis and synthesis which deter-
miaes how to best fulfill the using organization's infor-
mation needs. The principal category of costs in both steps
13 manpower. The third step, systems development, involves
the actual design and development of the project through
programming and user traiming. Here, costs 1avolve systam
analyst and programrer manpower, plus computer time and
user training. The final step, system implementation, keeps
the system oparating and growing. The major cost category
15 computer time and related processing.

Propar reporting categaries must be established to
identify the costs relating to a project. A list of aight
Such categories 13 suggested. The cost categories provide
the basis for two management reportd that serve as admine-
Lstrative tools for reviewing current project costs, and
for gathering cost information for future costebenefit
comparisons. The first i1s a monthly expenditure repore;
the second 1s a subsystem expenditure report which pro=
vides cost information as the subsystem develops through
the major phases. Samples of each report are shown.

Finney, John E.
“Costing in a Data Processing Department.®
Management Accounting, October, 1974, pp. 29-35.

A scenarie is developed in wnicn a sonsultant i1s
called 1n to iavestigate a large overrun in a development
project. Analysis of cost records indicates that the actual
cost per hour for systems ind programming personnel had
been running more than twige 23 much as the figure the
company had used %o make Lts estimates. A oSt accounting
system 18 then recommended that provides uudgeted hourly
rateg for each cost center within the department. Cost
centers for both personn=l and the machine room are da=-
fined and an annual budget by cost center Ls prepared.
The approach to determaning budgeted hourly rates is then
outlined, This involwves setting a “"percent utilization
expected” fiqure for each cost center and applying 1t
to total available hours %o arrive at "expected produc-
tive hours.® This figure, wilen divided into the total
cost center budget amount, gives the budgeted hourly
rate, Finally, the approach to )ob time recording for
both personnel and equipment 1s outlined.

The major benefits derived from the approach include
improved control over data processing costs, realistic
costing of all work performed, better cost estimates,
the ability to compare actual costs to estimated costs,
improved evaluation of efficiency, and the ability to
measure profitability.,



Rohan, Xanneth E,
*EDP Cost Informavion Systems.”
Modern Data, Junie, 1973. pp. 28-23,

The author poses a hypothetical question to an ADP
manager from his company's presidant: "Can you prove EDP's
profitability to our company?® The proficient manager
would have a book of Management Reports ready that would
tell clearly whether or not the priorities of the company
are being served by data processing, whether the depart-~
mants of the company are following the prae-determined
business p.an, and the actual level of ADP expenses versus
planned expcnses. A different ADP manager might have to
call a crisis meeting of his subordinates in order to pirece
together an answer.

What 13 needad to answer such questions .s a project
reporting, Or project management system that provides
time and cost i1nformation covering project history, cur=
rent projects, plannad projects, equipment utilization,
and personnel utilization. The use of an ADP cost infor-
maticn system enables a company t¢0 maintain much tighter
control over ADP coists. When charges are billed to user
departments, they encourage greacer afficiency in the use
of cemputer resources, Brief descriptions are given of
five packages on the market that account for computer
utilizagion and/or orovaide project control.

Helmkamp, John G.

"Technical Information Center !anagement: An Accounting
Deficiency.”

The Accounting Raview, July, 1969. pp. 605-610.

The absence of relevant revenue and cost informa=
tion in the operaticn of most computerized techmical
information centers :s noted and an investigation into
the use of managerial accounting applications i1n such
centers 13 described. The operation of a technical ine
formation center :3 first discussed in terms of its
cbjective te ard in the search for technical information.
The role of the computer in this activity i1s briefly
described,

Some of the underlying reasons for a lack of good
accounting practices are related to the Eact that the
technical information center 15 a by~product of the
traditional library function which has always been lacking
1n good accounting methods. Specific problem areas in
developing good acgounting practices involve profession=
al personnel, who often object to any form of measurement,
the difficulty of defining quality standards for cutput,
the high fixed cost anature of the center, and joint
cOst occurances resulting from simultaneous searches
and normal maintenance activities.

Rettus, R. C, and sSmxth, R. A,
*Accounting Control of Data Processing,®
IBM Systems Journal, Number L, 1972. pp. 74-92.

An integrated accounting system consisting of gen-
eral ledger, budgeting, and resource utilization is
presented, The method of identification of cost centers
is deseribed and their inteqration into the general
corporate chart of accounts .s explained. Stancdard
rates for each resource are next computed by dividing
the budgetaed cost by the productive time, Specifics
of the computation are covered using a computer system
as$ an exampile. The measurement of resource utllization
18 based on information provided by the Systems Manage=—
ment Pacility and standard job costs are computed using
tha previously developed standard rates.

The inputs and outputs of the three subsystems
comprising the integrated accounting system are identi-
fied, Inputas to the general ledger system come from
payroll, accounts payahle, and journal entries. Outputs
wnclude transactions by account, transactiond by account
wxthin cost centers, balance sheet and p1ncome statement,
cost center statement, and profit center gross profit.
Inputs to the budgeting system come from cost center
managers and i1nclude detailed expenses by account by
month. Outputs of the budgeting system pravide monthly
budgets with an annual recap reported by cost center
group. lnputs to the resource utilization system consist
of the actual utilizataion data. Outputs report on re-
source utilization, throughput analysis, and Job costs.

Grampp, F. T.

*A Computer Center Accounting System.®

Proceedings of the 1972 Pall Joint Computer Conference,
Volume 41, Part 1, pp. 105~-114.

A computer center accounting system 1in use at
Bell Laboratories 1s described. The system c¢ollects
computer usage data in the faorm of original run statis-
tics, and storage and service measurements from a
variety of sources, converts these to charges, and re=-
ports charges by organization and prolect. Several de~
sign criteria are listed, the most important of whach
13 the ability of the system to report on costs by proj=
ect and department.

A detailed description 1s given of tae system's
data base at two different levels. At the first level,
the appearance of the data base to tne user 1s digcussed
in terms of data structures, the associations among the
structures, and the routines for accessing them, At
the second level, the details of data base Lmplementa-~
tion are examined, in particular those which maxe the
system easily expansible and maintainable, and less
vulnarable to disaster.

In tarms of the user's interface to the system,
four activities are described: the creation of the
data base, modification of the data base, i1nputting
of charges, and production of reports. An approach
used to permit the incorporation of new sourc2s of
charging information is explained., Three standarxd re-
pPQrts are prenarad: one by project to he sent to the
controller, one by department to be sent to the depart-
ment head, and one by job to be sent to the person
responsable for the job. Several levels of backup are
also desgcribed.

Mrller, Victor E.

“Regponsibility Time Reporting for Management Control
Qver EDP."

Arthur Andarsen Chronicle, June, 1971. pp. 8-ll.

The long=standing opinion that ADP is not subject
to traditional controls 1s disputed by the author.
Management has frequently relied on ADP personnel to
develop theirr own systems for control, and these have
often turned out to be ineffective due to a lack of
day=-to~day analysis and follow=up. The same basic
control principles that are applied to other areas
of the company are appropriate for ADP. specifically.,
the need for responsible financial planning and the
comparison of results against a plan are the key to
effective control.

A responsibility time reporting system is suggested
wnich consists of four stepsa: the estaolishment of
standard times (the budget), the deveiopment of a utili-
zation reporting system, a comparison of performance
to the standard, and an analysia of variances. Standards
are developed based on the running times of programs
and used to schedule operations, to repoft on variances,
and to charge users. Checks and balances are brought
1nta play by the interests of three different parties,
che scheduler, the operators, and the user., These opposing
forces help to keep the standards at an accurate level.
Review and follow-up of variances from standard are the
basis for corrective action and improved magagement
control. >



Hurtado, Corydon D.
“A System to Msasure EDP.*
Journai g_f_ Systema Management, January, 1972, pp. 32-15.

Although many ugsers measure the efficiency of their
systems, few have programs for measuring operational
effectiveness. A comprehensive evaluation system should
be able to perform a continuang evaluation of both effici~
ency and effectiveness, Evaluation is defined as the process
of determining the level of success in achieving a predeter-~
mned objectiva, Efficiency relates to the production of
results proporticnate to the effart expended. Effectiveness
13 the extent to which the ADP function contributes to the
accomplishment of the user's programs.

The evaluation system should strike a palance betwecn
measures of efficiency and effectiveness, Problems relative
to the development of an ADP evajluation system model include
the lack of standards for the ADP installation, and the
variety of management opinions on the nature and reliability
of a comprehensive evaluation system. Objectives must be set
and the criteria for their measursment determined. Finally,
a judgment ~ust be made as to both the efficiency and effec~
tiveness of the system,

Campise, James A,
“Computer Aided Daea P ing Man t.”
Data ianagement, Navember, 1973, pp. 12-17.

in spite of the fact that the computer is used
regularly to control costs in other areas of a business,
che computer department has been slow to adopt the use
of the machine to control its own activities. A list of
both apparant costs and hidden costs 15 given and the
problem of developing some kind of accounting for both
peopla and machines i3 discussaed. A particular problem
area :3 the reluctance of professional peocple to be
measured and the difficulty of quantifying creative work.

Standards are needed for the measurement of costs
and certain conventicns must firse be established, Operators
need conventions for the handling of forms and magnetic
media, and the sequencing of jobs. Programmers need con=
ventions for the use of subroutinas, languages, file desaign,
and flow charting. Systems analysts need convant:ions for
forms design, documentation, reports, etc. Ia all three
areas, strict adherence to conventions increases the cnance
of establishing measurable standards against which €ach can
be measured.

Examples of several control reporta are given from both
a small and a large installation. Manual logs of pegple and
machine tise are shown as well as machine-produced reports
for monthly accounting cost distributions, operator time
analysis, job analysis, and computer time analysis. The
advantagea of such repoerts to management in monitoring
overall performance are finally discussed.

Stanley, W. I.
"Measurement of System Operational Statistics.”
IBM Syseems Journal, Number 4, 1969, pp. 299-308.

A special-purpose program called the Joab Accounting
System (JAS} is described. The system was developed to
automatically and continuously manitor tha activities
of a NASA real-time operating system, Statistics gathered
are used to bill users of the computer facrlities and
to evaluate system performance, The arcticle {eZuses on
the use of JAS to evaluate performance.

The hiatory of the system, the data callected, and
the performance reports produced are first described.
Design and implementation considerations are then pre=-
sented, These involve the measurement of resource usage
rather than resource utilization duraticn as a means of
reducing ovarhead cost, the accumulation of statistics
in a data base, the selection of two levels of statistical
detarl at the console, the use of multiple collection
points within the operating system, ease of operator
control, and the accomplishment of the monitoring func-
tion as a series of system tasks. Finally, a simulation
approach used to validate standard timer accuracy is de=-
scribed.

"Getting the Most Out of System Usage Accounting,*
EDP Performance Review, April, 1973. ppe l=~8.

The contribution of a jaob accounting system to tha
improvement of system performance can be realized in either
of two ways; firat, by influencing user departmeants to make
more efficient use of the P £, and d, by providing
management with meaningful data on system performance. The
basic elements of the accounting system are defined as
resource measurement, the establishment of a cost recovery
policy, the setting of rates, the actual billing process,
and management reporting. The definition of a hilling
formula is discussed and an example of one sush formula
is given.

The manner is which job aceounting influences system
use 13 examined. On th/e one hand, the rate satting process
can be used %o encourgga or discourage the use of certain re=-
sources as well as the time of day that jobs are run, On
the other hand, performance reports generated by the joh
accounting system may be used by management to control
costs. Various types of reports are described that enable
the managetr to evaluate the performance of a system with
an eye to bettar controlling workloads and efficiency of
use., The implementation of a job accounting system is briefly
discussed, including the make-or-buy decision. Finally, pro=
frles are given of 14 proprietary job accounting software
Packages.

Babb, Maurice.
*pata Base Controls Computer Operations,®
Journal of Systems Management, Pebruary, 1971, pp. 33-38.

The author contends that it is the systems manager’s
respondibility to inform oparations what is to be done,
haow long it will take, when it 1s to be done, and how it
is to be handlad. To perform this funetion ha needs actual
and projected run times and cost analyses as well as know-
ledge of the job streams, In turn, Operations needs written
instructions for controlling day=-to-day production.

A system 13 proposed which permits the integration of
all these needs through a data base of job stream data.
The data base permats a computerized loading of computer
tame for each day of a forthcoming month., The systam
generates a listing of the job load by day and system,
work orders sequenced by day, report disposition orders,
and external file labels. In addition, other reports may
be prepared for the systems manager or DP manager including
a list of runs, a logic census, cost forecast, and a pro-
jected/actual cost comparison.

“Cet !lore Computer Efficiency.”
EDP Analyzer, March, 1971. pp. l-14.

A case study is first presented to show how one
company benefited from the adoption of a scheduling
system to control computer operations and increasa the
level of muitiprogramming., The major functions of computer
operations are then outlined (tactical, strateqic, control,
and adminilstrative} and it 18 shown that afforts to improwve
efficiency can have significant impacts on eacn area.

The 1mprovement of efficiency generally falls under
two main headings: reduction of :dle time, and reduction of
the misuse of resources. The reduction of i1die time 1s
dependent on a complete reporting system to identify whach
sources of idle time are large enough to warrant investiga-
tion. To this end, two job log and utilization reporting
systems are Jdescribed as examplies of the reporting require=
ments., The use of multiprogramming as a means of achieving
jreater throughput, and the advantage of a scheduling
package to improve the level of multiprogramming is dis-
cussed. 3cneduling for serial processing 18 also explored
through another case atudy.

Approaches to system tuning and redesign with the aid
of hardware and software nonitors are examined, again 1n
the context of i1dentifying idle or wasted resources.
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SOV A EVALIATION OF ADP NPERATIOMS ACTIVITIES

Bain, Dennis A.
*Another Lcok at,..The Part Time Computers.®
Business Automation, April 1, 1971. pp. 39=-dl.

This article is basically a rebuttal to an earlier
article (®"The Part-tima Computers™, by Walter J. Schroedar}
which described the findings of an A. T. Keamey study on
the relatively low utilization of computing equipment.

The author asks the quastion: "Should a full-time computer
really be the ohjective?® Ha takes exception to thae statement
that computer systems should be manned more than §4% of the
time on the grounds that the cost of extra shifts would
greatly exceed the cost of current idle time. He argues that
"mater hours® is not a good measura of capacity and that, in
fact, there are many areas of inefficiency not cited by the
original report. He also points out that much of what the
Kearney report considers as wasted time is unavoidable

and that the real key is “throughput per computer dollar
spent.” Pinally, he contands that the implication that the
EDP manager 1s bacoming less and less of a business manager
is a premature conclusion.

A companicn article (®Maybe It°s Raally Part=time
Managemant®) by the original authaor provides a response to
Mr. Bain. In it, Mr, Schroedar suqgests that the blame may
lie with top management for not paying closer attention to
the ADP organization. He suggests a five step plan to
establish quantifiable objectives: find out where you are;
define chbjectives; establish maasuras of performance: develop
goals and plans: and measure and motivate, He suggests that
top management should regqularly review the performance of
ADP to assure that company cbjectives ara being met,

Menkhaus, Edward J.
"EDP: What's It Worth?*®

Business Automation, No + 1969, pp. 49-54.

In order to assess the value of computer-based
projects, Sun 0il Company calculates costs and benefits
prior to requesting authorization from top management. A
formal control system uses a “Value Index" which measures
the number of times that a project's cost :3 recovered
over i1ts life. Two types of expenses are involved, de=-
velopment and preduction. The first represents funds spent
to acquire a new capability for the company; the second
represents funds spent using the acquired capability., A
different formula is used to compute the Value Index for
each type of expense, “"Present Worth” factors are used to
1ncorporate the time valuve of money.

Three types of projects are identified, those for
which the value 1s known, those for which a value 13
expected, but not known, and those for which there is
no expected value but which must be done. An example is
given to show how the formula is applied in a hypothetical
development project, using a Value Assessment Summary form
to compute the value index, Certain data 13 then transferred
to the project authorization form which goes to the approp~
riate level of management for approval. Monthly reporting
tracks performance against the project authorization.
Exceptions to the general approach involve projects that
consist of many small parts which are individually difficult
to evaluate (such as engineering computations) and major
development where value of the total project cannot be
asgsessed until preliminary analysis is completed.

Gabay, A.
“Are You Getting Pull Valua?*
Accountancy (Great Britain), Octcber, 1973. p. 95+,

Tha concept of Value Raceived Analysis (VRA) is pro=
posed as a mathod of determing why computer systems are not
making their full contributicn to business profitability,
Unlike the computer efficiency audit, VRA starts ocutside
the computer room and focuses on the impact of the computer
on the total enterprise. The process begins with an examina=-
tion of the organization and all of i1%ts functaionai areas,

The information needs and the information supplied analyzed
and proposals developed to provide the kind of information
needad to meet management requirements. A thorough examination
of the computer department {3 then undertaken to evaluate the
suitability of the department and its equipment to meet the
defined information needs. In addition, the analysis should
cover faasibility plans for future systems, potential cost
reductions, and possible improvemants in the effectiveness

of applications.

A VRA checklist is included covering potential problems
with current information systems, the management of data
processing functions, and ADP installation problems, It is
top man ‘s p ibility to see that regular analysas
are conductad and a recommendation is made for multi-discipiine
team of paople to asaist management in ianterpreting their
needs to the data procassing people.

Fried, Louis.
“"Making Data Processing Pay Its Way.,"
Computer Cecisions, March, 1972. pp. 24-27.

A six-step approach to cost-effectiveness measures in
a computer installation 18 first outlined. Two viewpoints
of cost effectiveness analysis are then discussed, The
accounting and control viewpornt establishes the elements
of costs that must be accounted for and controlled through
an approprlate cest accounting facility. The performance audit
viewpoint examines the effectiveness of use of an i1nstallation’s
resources, Functional divisions of such an audit include admini-
stration, operaticns, systems and programmung, applications,
and coatrols,

Tips are then given for tuning ADP operations and include
operator training, documentation standards, estimation
techniques, 2conomic feasibility analysis, project control,
purchasing practices, computer utilization, a master plan
for syatems development, Lmproved communications, and the
charging of users for computer services. Some trade=offs
are finally discussed which can contribute to increased
system effectiveness. Included are discussions of experienced
versus inexperienced personnel, the use of the computer to
ard in debugging, economwes of scale of computer equipment,
redesign of old systems, the use of commarcial software
packages, and the use of contract programmers during peak
periods.
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Clinch, J. Houstoun M., Jr.

*Pinancial and Operating Performance for Sank EDP Installations.”

Magazine of Bank Administration, HMay, 1973, pp. 20=25,

A communications gap be top manag t and systems
people, coupled with the rapid increase in ADP costs requires
improved management controls over those costs. The author
contends that ADP is not significantly different from other
activities and recommends the establishment of a financial
and operaticns raporting system that both top management
and ADP personnel can use to affactively manage ADP resources.
It is based on the premise that each manager has certain
resources at his disposal which he should be able to measure
against a set of norms or standards. An example of computer
utilization by application 1s shown to indicate the type of
management information that can be derived from such infor=
mation.

The measurement of esach unit Wwithin the computer area
is discussed in terms of measurable activities and standards
of performance. Standard formats for operations performance
reports are suggested so that consolidation and review by
various levels of management 18 permitted. Once the cperations
performance reporting system :1s in place, the accounting
system should be nmodified to permit financial accounting by
organization unit on a responsibility accounting basas. The
financial information, in conjunction with operating perfor—
mance data, provides the vehicle for generating cost, budget,
and variance information. Two keys to the success of such
a system are the particapation of both top management and
line manag t per 1, and full confidence in the
wnformation reported.

Srown, William F., and Mason, Richard P.
*Ovarhauling the Computer Center.”
Journal of Systems Management, March, 1973. pp. 28=132.

A specific industrial engansering technique called
"Manpowar Analysis and Performance Standards® (MAPS) was
utilized by the Avco Systems Division to increase the
efficiency and effectiveness of AVOD Computer Services
Operations, The program utilizes the principles of worke=
place layout and work-flow analysis, methods improvement,
work simplification and measurement, and work scheduling
and facilities utilization. X

The study was broken down into four areas: ope:;a:xons
(job) coantrol, keypunching, EAM, and computer operations.
The study approach and the recommendations for corrective
action in each area are summarized., At the completion of
the scudy, standards were set for each area and a controlled
performance reporting system was established. Savings of
over $100,000 were realized in the first year.

Bell, T. E.; Boehm, B. W.; and Watson, R. A.

“Framework and Initial Phasea for Computer Performance
Improvemenc.®

Proceedings of the 1972 Pall Joint Computsr Conference,
Volums 41, Part 2. pp. 1141-1154,

Three possible app h are suggested for increasing
the pacity of a puter system: upgrade the system, tune
the system, or reduce the workload. An overall procedure for
wmproving computer system performance is presented consiste
1ng of seven phases: understand the system, analyze operations,
formulate performance improvement hypotheses, analyze probable
cost-effectiveness of mprovement modifications, test specific
nypotheses, implement appropriate combinations of modifica-
tions, and test the effectiveness of modificacions. The
remaindar of the paper concentrates on the first three
phases.

In order to fully understand the system, a preliminary
questionnaire 13 proposed which consists of 21 questions
covering organization, workload, hardware, software, and
accounting. Phase two involves a more detailed questionnaire
on cperational characteristics, system characteristics, job
characteristics, and current measurement and evaluation
activities. In phase three, several methods of analysis are
presented. These include similar situation identification,
outlying value discovery, detection of patterns in psrformance
variables, and the identification and resolution of incongise-
tencies in measurement data. Soma sample hypotheses are then
proposed for the three performance improvement possibilities
of reducing the workload, tuning the system, and upgrading
the system. A final warning 13 given that hypotheses are
valid only within the context of a given installation and
1ts management objectives.

"What Management Should Know About Performance.®
EDP Performance Review, January, 1974. pp. l-6,

In spite of the highly technical image surrounding
performance measurement, there are a number of simple
measures that ADP management should be receiving and that
they are completely capable of understanding. Two primary
considerations are reguiarity and conciseness, the first
to focus attention on performance on a regqular basis, the
second to permit gquick and meaningful interpretation of
the data.

Four specific management respansibilities are outlined
which are closely related to an understanding of an instal-
lation's performance. These are cost control, planning and
budgeting, service to users, and vendor relations. Ten
measures of performance are then described and illustrated:
hours of operation, companent loading, jobs completed,
multiprogramming depth, reruns and aborts, equipment
failures, workload statistics, programmer output, user
billings, and user satisfaction. A table relates the ten
measures with the fulfillmeng of each of the four manage-
ment regpongibilaities.

It 13 indicated that the performance measures suggested
are not difficult to come by, requiring no special hardware
or software other than a job accounting system, The value
of the information to lower level, line management 13 also
noted,

- 26 -



Moors, Michasl R.
*Achieving Full Value from Your EDP Operations.”
Joumnal of Systems Management, February, 1370. pp. 8~12,

Recent trends in data processing are outlined as evidence
of the need for increasing attention by management to ACP
operations. Three asp of manag invalv t age
discugssed: responsibilitias and problems in planning and
implemantation, the impact of the computer on the organization
and people, and the need for continuing management audit Qf
the ADP center.

san t?'s r

g ibilicies in pitanning and implemen=
tation require deep involvement in order to provide pruper
guirdance to systems peoplie and to avoid crisis-type requescs,
The basaic steps in planning are outlined and the need fer
intetim milestones are emphasized, Other problems that need
to be addressed by management include good communicacions.
documentation, and realistic staffing.

The impact of the computer on the ADP organization

itgself is felt most dramacically on the selection and retention

of wellequalified personnel in the systems, programming, and
operations areas. The computer’s .mpact cn the rest of the
company may be felt through job displacement, changes in job
c t, heduling of work, and decision making.

An annual management audit of the computer center 1S
recormended to evaluate the effacti of the company‘s
ADP program. The audit should focus on whether planned im-
provements and other benrefits have been realized, whether
the promises of new systems were actually implemented and
the adequacy of controls over the risk of loss and the cost
of failure.

dussian, Vincent P.
*Rx for Top Management: A Periodic Checkup of EDP Cperatians.”
California Management Review, Spring, 1972. pp. 31=37.

The historical problams experienced by a hypothetical,
medium=-sized company in the cparation of their ADP department
are traced as evidence of the lack of management controls and
underatanding of the function. A "Management Review of Data
Processing® 1s suggested to give a company's top management
2 comprehensive and objactive evaluation of i1ts data process-
wng program. The review contains two main sections, an overall
profile and specific observations and recommendations for
action.

The profile presents the current statud of data processing

and where 1t is heading, 1t helps management Lo agsesas the
suitability of current equipment, software, personnel, and
workload. Ceost information aims at providing an analysis of
overail ADP coscs.

The specific observations and evaluations fall into three
subject areas: plana and accomplishments, organization and
administration, and operating effectiveness and efficiency.
Within the plans section, attention L3 focused on the planning
capabilities of the department, the use of cost/effectiveness
analysis, and the review of the current stacus of plans
previously made. I(n terma of organization and administration,
the review emphasizes administrative procedures, relationships
with users, and controls over new projects and day-to-day

operations. Operating effectiveness and efficiency are analyzed

for both the operations section and systems and programming,
covering such topics as operating procadures; languages,

maintenance activity, input/output contrels, and scheduling,
Finally, security, software, and documantation are evaluated.

Mcfarlan, P. Warren,
“Management Audit of the EDP Department,”
darvard Business Review, May~June, 1973. pp. 131=142.

The author calls for a broader definition of senior
manag t's responsibilities with respect to the control
of the ADP resource. Initially, several special considere
ations are discussed to underscors this need: the growth
wn ADP expenditures, the lack of integration with other
company departments, the increasing complexity of data
processing, and the rapid advance of the technolegy. Four
key topics for management examinatioa are suggested:
management control, resource allocat:ion, aperaticns and
technolagy management, and project management.

Two key structures are suggested to control ADP: a
financial reporting system, and a procedure to account for
ADP expenses. The basic requirements of a financial reporting
system and the advantages and disadvantayes of overhead versus
chargeout accounting are examined. In terms of resource
allocation, emphasis 1S placed on the involvement of lower
levels of management, project selection, and the need
for feedback from operations to development, The avaluation
of technology and operations requires an inventory of harde
ware and software resources, an evaluation of the configur-
ations of hardware and software, and of the company's
3ources of technical knowledge. In the review of oparatioens,
management should focus its attention on the performance
reporting system, user satisfaction, operations invelvemane
in the selection hardware and software, petent manag
and scheduling. The final area of management concern, pro=-
Ject management, covers the management of risk in new pro=
Jects, and the use of a formai project control system.

Schussel, Geoxge.
“Scoring DP Performance.”
Infosystems, September, 1974, pp. 53=60+,

Based on discussions with ADP management seminar
attandees, a list of 14 performance criteria werse developed
and subsequently evaluated by other managers. Thae evaluation
~as 1n terms of actual :mportance versus a perceived ideal
1mportance. Siynificant findings were as follows: meeting
deadlines received the highest actual ranking and fourth
in the i1deal category: accuracy and completeness were con=
sirdered second, 2oth in the actual and ideal rankings; gquick
response to user requests receirved third place in the actual
rankingg, but sixth place in 1deal rankings; althougih many
~anagers admitted =0 a lack of cost controls, budget perfor~
rance and cost control ranked fourth in the actual column
ana =nird in the ideal columns: operational tranquility re-
cewived an actual ranxing of frfth, but only tenth as an
rdeal; cost/benefrt analysis was placed saixtii in the actual
rankings and fiftn 1n the 1deal rankings; the greatest vari=
ance 10 the rankings was ia the area of long-term goals which
ranked first as an tdeal criteria, wut onliy seventh as an
actual. Those cricaria which placed in the last half of
the tatal list in terms of actual rankings included apprai=
sal wy superiors, aggressive DP promotion, persconnel quality,
knowladge of the company's bLusiness, user vote on DP gquality,
use of latest technology, and personnel turnover ratlo.
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SLLACATION AV ASSIG MENT OF 0P CRSTS 70 USERS

Gallop, W. J.
“The Great Cost Allpcation Debate.”
Canadian Datasystems, November, 1972. pp. 22-25.

The basic questions addressed in this article are
whather users should be charged for data processing services,
how such charges should be based, and whether users should
have the option of going outside the company for services.
It is argued that in cases where axcess computer capacity
exists, nc charges encourage greater utilization. In additaen,
charqing can be costly and :s oftgn an inexact process, On
the pesitive side, charging permits manag t to
the cost effectivenegs of systems and to make realistaic
dacisions on computer usage.

Three basic ways to allocate costs are examined: using
estimates of regource utilization: from actual usage data;
and negotiated charges based on processing workloads. The
importance of a stable price structure to all three methods
1s erphasized and price incrsases ara justified only on the
basis of expanding volumes., The use of marginal costing to
evaluate new projects is recommended, but certain conflicts
are noted because of the need to charge constant rates to
all users. Other problems relating to a breakeven -or profit
objective, and the charging for development of nmulti-
division projects, are considered, Pinally, the quastion of
whether users should be allowed to contract for services
outside 1S5 addressed and some advantages noted.

Schailer, Caral.
"Survey of Computer Cost Allocation Techniques.®
Journal of Accountancy, June, 1974, pp. 4l-46.

Initially, three possible structures for a data
processing department within the overall organization are
tdentified: the support department, the service department,
and the profit center. The advantages and disadvantages of
each are outlined. As a support department, new applications
are encouraged, but possibly at the expense of ineffective
use of the computer. The service structure charges the user
for services received and encourages becter use of the system
but may discriminate against departments with smaller budgets.
The profit center approach charges for services at the going
market rate and encourages mora efficient utilizacion of the
computer but may obscure overall corporate cobjectives.

Two allocation methods are possible, full costing and
standard costing., Full coseting charges out all ADP costs but
may discourage use because of the high fixed costs and,
therefore, high unit costs when utilization 15 low. Charges
are also likely to fluctuate with demand making costs dif-
ficult to control by the user. Standard costing uses nonfluc-
tuating standard rates and facilitates user planning but does
not reflect changas until the end of a period. Three methods
of standard costing are described: standard full cost alloca-
tion, standard operating cost allocation, and standard
marginal cost allocation.

Various units of utailization which can be used as the
basis for standard costing are examined., These include elapsed
time, adjusted elapsed time, CPU time, kilobyte hours, the
standalone method, detailed measurement, and flexible pricing.

Criner, Jamss C.

*Managerial Accounting for Federal Automatic Data
Processing Services.®

The Faderal Accountant, December, 1972. PP 43=55.

The author Eirst discusses the allocation of ADP
rmsources among users and the basic pricang criteria.
The function of pricing 1n daaling with the problem of
priority/turnaround time is examined and problems relating
‘to the differing ranks of government users, as well as
questions of machine ownership and their influence on

rity are assessad. . X
prie rhg dutias allocated to the General Services Admin-
13tration for managing ADPE within the federal government
are grouped into four areas: proc £, man t of
an ADP revolving fund, maintenance of an ADP Management
Information System, and oparation of a sharing program.
With respect to procurement, the issue of agency inda=-
pendence vs. economy through consolidation is addresged
and some of the preblems outlined. Under-capitalization
of the ADP fund and the restrictions of laws a.'}d poli-
ciaes are seen as long~term hindrances to the viability
of the fund., The measurement of the ADP sharing program
in terms of cost avoadance is discussed and some of the
results evaluated. . o

The operation of working capxtgl funds within the
government are examined, as 13 pricing under such a
fund. Finally, the implications of GSA ownership of all
Federal ADPE 1s examined.

Butler, David.
“Chargeback for Information Systems,”

Data Processing (Great Britain), July-Auguse, 1973. pp.
I50=253,

Some of the complexities of the chargeback mechanism
and the ways in which 1t can be counter~productive are
examined. Initially, the major motives that encourage
firms to adopt chargeback schemes are identified: cost
control, the ADP manager's desire to improve his image,
the application of wser judgement to project evaluation,
the resolution of decisions regarding technical advances,
and the escape from cost-effectiveness evaluations within
the ADP Jdepartment.

Certain limita®ions of the chargeback approach are
examined. First, the ADP department is cast in the role of
a supplier with a passible preoccupation with costs that can
hamper progress. Second, the emphas:is on user department
justification of ADP expenditures may tend to obscure the
advantages of certain applications that fulfill overall
corporate objectivesa. Third, chargeback schemes can lead
to excessive bureaucracy and over-emphasis on accounting.
Fourth, the question 1s raised as to whether chargeback
13 really a delusion and whether internal charging is
meaningful since i1t does not contribute to profit. Finally,
there 18 the problew of inequity brought about by the
satting of prices to allow for planned capacity growth.

Six charactezristics are suggested for a chargeback
system: reproducibility, equitability, audartability,
allowance for cost estizating, efficiency, and cost re-
covery. Finally, the alternative methods for measuring
usage and computing charges are briefly discussed.
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Nolan, Richard L. {(Session Chairman)}

“A Panel Sessione=Charge-qut System for Managemant
Acceptance and Coatrol of the Computer Resouzrce.”
Procsedings of the 1974 National Computar Confarence.
Volume 43. pp. 1013=-1015.

It is the author's contenticon that standard cost type
systems for computer services are faasible and offer a
powerful management tool for controlling the computaer
resource, although some problems remain in the design
of appropriate systems. The basic ocbjectives in that de~
sign are to assist the information systems department to
achieve its objectives of increased servace to users and
the control of costs of resaqurces.

Pive management design issues are discussed, Pirst,
what computer services should be charged out? Second, on
what basis should computer services be charged (ie, mar-
ket prics, cost recovery, average cost, standard cost,
atc.}? Third, what is the relative importance of key de-
sign paramaters for a charge-out system? Here the general
problem is to trade-off the extent and scphisticaticn of
effectiveness design paramsters with their implementation
and maintenance costs. Fourth, how should the system be
administered? Central administration and policy=making
are keys to effective use of the pricing mechaniasm, but
soma conflicts may arise where information systems de-
partmants are sat up as profit centers, Finally, how
should charge-out systems be used to ensure computer
system efficiency?

it is noted that the pricing strategy is likely to
be influenced by the transfer pricing policies of the
host organization and the basic economics of the host's
industry.

Nolan, Richard L.

“Preliminary Ideas on Research Design to Investigats Inter=-
nal Pricing of Camputer Ra for Manag Centrol.”
Data Sase, Volume 5, Numbers 2-=4, Winter, 1973. (Proceedings
Of thé wharton Conference on Research an Computers in
Qrganizations) pp. 69-86.

The management control problem is first anmalyzed and
it 1s suggestad that a good management control system should
provide information to answer questions regarding the finan-
cial resource commitment to computing, how it should be
deployed, and whether resources are being employed effi-
ciently. The unique characteristics of supply and demand
for computer resources are next analyzed., In the personnel
area, there 13 a shortage of qualified people and an ever-
increasing demand for new applications. In terms of the
computing faciiities, supply 18 characterized by a high
ratio of fixed to variable costs, hardware economies of
scale, and the acquisition of capacity in large steps.
Oemand is characterized by peak processing demands and
flexible priorities.

Two approaches to management control, the central
steering commattee and the decentralized user approach,
are analyzed. The latter involves the chargqang of users
for services provided. A research model for management
control of computer resources is presented as the basais
for determining how information .s provided to answer
the three questions originally posed, and to assess the
way in which the system functions.

A research design for investigation of internal
pracing of computer regsources for management controli
is finally proposed. The design consists of five phases:
1dentifying the stage for managing the computer: defining
the relationships of current management control system
for computer resources and the role of the i1ntermal
pricing mechanism; specifying the "ideal®™ intermal pricing
scheme; evaluating the effectiveness of the ideal scheme:;
and analysis and interpretation.

Anderson, John J.
"Direct Chargeout of Information Systams Services Costs?”
Hanagement Adviser, March-April, 1374. pp. 27=-31.

The two basic types of systems costs, data processing
and systems development, are fizst analyzad and the use of
charging systems is seen as one way of encouraging more ef-
fective managerial controls and user involvement., The de=
srrable attributes of a charging or costing system arge
listed: comprehensive in scope, costs catagorized by proj-
ect, adequate detail, understandable cost algorithm,
equitability of charges, stability of charges, flexi-
bility, and economy of operation. The development of rates
for four categories of costse-professional systems person—
nel, computer, data handling costs, and other costse—ig
discussed, and examples of two types of computer billing
formulas are gqiven. The medification of cost rates to en-
courage or discouraqge the use of cartain resources, and
to remain competitive with outside services is suggested.

The major advantage of a direct charge system i1s that
user managers are encouraged to take mora interest in the
use of the computer and the value of applications. The
primary arquments against a direct charge systam relate
to the possibility that some worthwhile projects may be
discouraged because of the costs involved, and the high
costs of developing and administering the charging systsm
itself,

s8rown, C. H., and Reed, D.
*Can the Computer Department Pay Its wWay?®
Accountancy (Great Britain), October, 1969. pp. 730-733.

The handling of losses during the early stages of a
computer inatallation and the need for education of user
departments is discussed. The complexities of accounting
for computer <¢osts is next examined. Although a possable
write=off of expenses in the early stages is acknowledged,
the need to balance sxpenses against income is amphas:zed.
After budgeting for expenses for several years ocut, fore=-
casts of income are prepared. Complications in forecasting
arise because of the early losses of the computer center
and the absence of benefits to user departments, Some sug-
gestions ara made to help defer expenses as long as possi-
ble during the implementation period.

Some specific subsidiary controls are suggested, such
as the charging of staff to specific projects, the estab-
lishment of standard hourly costs, preparation of monthly
profit and loss figures, and monthly project status re-—
parts. The ovarall degree of control should be related to
the costs of the computer department relative to the firm
as a whole, and the cost system should reflect the value
of the computer department to other departments. In addi-
tion to showing monthly prafit and loss position, 1t 13
also valuable in tracking project progress and machine
utilization.
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Graindley, Kit.
*Internal Chargqing for Computer Services.®
Accountancy (Great Britain), March, 1971. pp. 32-35.

The nost common approaches to charging, and the probe
lems relacing to each are discussed, Full cost allocation
charges all the costs of the department to ugers but is
complicated by the shared nature of many of the operating
coats, NO cost allocation treats the outer depa t
as a general awmrhead expense but offers little contrel
over the use of the computsy since users do not directly
bear the expense. Operating cost allocation charges opera-
ting cost only to user departments and absorbs development
coats as company overchead. Tha major problam in this ap-
proach lies i1n the lack of control over development work.
Marginal cost allocation charges only variable costs to
users but is likely to encourage marginal applications.
Standard cost systems charge on the basis of units of
usage but problems may arise becaugse the real value of
certain units differ for different applications. FPinally,
the treatment of the comp r depar as a profit cen-
ter tends to introduce soma improper motivations.

A mathed of costing is suggested that tailors the
charging system to the particular application. It is called
“costing by objectives® aad cansists of four stages:
idaneify abjectives, examine suitable systems, dasign
the gystem, and review. The approach is better suited
to satisfying the objectives of the transfer charging
system for a particular application.

°who Shall Pay ths Piper?®
ADP Newsletter, March 19, 1973, pp. 1l-4.

Tre basic rationale behind charge-back syatems 1s that
there is a relaticaship between the cost paid and the "value
received® for computar services. Thay can he used to promote
or di sfficiency within the ADP function, and to en-
courage or discourage ge of the ¢ ca. The four phie
losophias of charge-back are reviewed: no charqe-dacky
operating time only; development and programming only;
and full cost recovery. Of those using charge-back, the
majority use the full cost approach. A variation of full
cost recovery, the profit center, is also dxscussed.

The design criteria for an effactive charge-back
system are listed: reproducibility, equatability, audita-
bility, allowance for cost estimating, encourage effi-
ciency, and recovery of coses. The altarnativa approaches
to charging are also briefly explained: average casting,
averhead charqes, wall clock time/job. elapsed time in
monoprogramming mode, elapsed time i1n multiprogramming
mode, fixed fee, and total cost racovery. A table rates
the various approaches according to the above-mentionad
design criteria.

*Chacrging for Computer Services.”
ZIOP Analyzer, July, 1974. pp. l-13.

Three case studies are first presented to illustrate
dig:erent approaches to the chargeback problem, two of
which use market pricing. The question, “Why charge for
computer services?® 1s then addressed, and two basic rea-
Jons given: to encourage hetter use of computer resousces,
and to provide a means of rationing scarce resources
among competing users, Three types of chargeback systems
are then explained: cost recovery, resocurce allocation,
and soft money systems.

. The machanics of a charging system are examined.
Iaitial decisions must be made regarding the goals of
the system {and hence the crateria it should meet), its
integration with ths company’'s accounting system, and
the stability of prices. The factors to be used in com=
puting cnarges, charging for shared resources (ies. CPU,
input/output channels, and the data base), and charging
for allocatad resources {core, tapes, allocated disk
units, and other peripherals) are discussed in tarms of
the camplications that each causas. Sources of jcb ace
count.ing packages and their basic elements (data collece=
tion mechanaism, raw data adit, job accouating, Iescurce
usage reporting, and simulation capabilities) and the
use of accounting data for psarformance analysis are
reviewad. The subtle effects of charging schemes on
user behavior, and the juscification far charging ae
all are finally discussed,

sollenbsrger, Harold M.

*Management Information Systems: A Charge to Users and
Cost Control.*

Management Accounting, November, 1970, pp. 25-28+,

Cost allocation systams ars viewed in the context of
the contribution they can make to solving management prob=
iems such as the allocatiocn of scarce resources, providing
needed computerized services, and internally managing the
computer services function. The pros and cons of pricing
are arqued and the issue of management involvemant 18 seen
as cne of the key reasons for a cost allocation scheme for
Jata processing. Ia addition, it contributes measurably to
impraved systems planning and control.

The effect of charging systems on the system develop=
mane function can be felt 1n several ways. Pirst, user
participation in the development process is generally
increased. Second, charging influences the selactian of
projects, and encourages those that are most profitapdle.
Third, schadule performance 1s improved by the additional
focus on costs.

In the data processing area, charging helps zo focus
attention on total costs and places controls on capacity
growth. It is indicated, however, that charges can be a
source of bad feelings between the computer department
and users. Finally, the charqing system helps ta place
respansibility for defining data needs.
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Gosden, John A.

“Effects of Pricing and Charge-Back Policies,.®

Senior Management and the Data Processing Function.
Edited 6y Stanlay J. PoRempnar and Eocﬁnile Q' Conner.
Confarence Board Report No, 636, New York, Tha Conference
Boazd, 1374, pp. 6§3-66,

The special effects of charge-back systems paculiar
to ADP cperaticna are discussed, A typical charge-back
structure is defined which charges for two basic types
of activity, development projects and running jobs.
Charges for labor and data entry are relatively straight-
forward and are not considered in the paper. Charges for
computer time, on the other hand, are more corplex and
require that either a detailed costerecovery approach or
a fair-pricing approach be adopted. The problem with the
former is that 1t introduces distortions as demand for
sarvice varies., This often causes users to "game against”
the charging policy, raquiring changes to the details of
the policy to influence user behavior in a preferred di-
rection.

Examples are given of the effect of specific chargang
policies on program designers. For example, charges for
tape set-ups for test shots resulted in a decrease in the
proportion needing sete-ups from 60% to 30%. Penalties were
used to discourage programs thac monopolized any single
resousce.

The effect of tha charge~back approach on management
is to encourage greater attention to the details of charge~
back palicies and their effects on user behavior, In addi-
tion, greater realism :s developed for cost/benafit studies.
Pinally, charging schemes rmprove forecasting af loads and
the mmasuremant of system capacity.

"The Effects of Charge~back Policies.®
EDP Analyzer, November, 1373. pp. l-l4.

Three case gtudies are presented to show different
approachas to charge-back by different users. Two are
uwiversities, the third is the data processing subsidiary
of a major retail chain. The pros and cons of chargaing
are briefly outlined. The arquments in favor are gener-
ally based on becter cost control and resgurce allocation.
The opposing view centers on-the cost of admnistration,
possable inequrties, and a biag favoring wealthier de-
partments.

Certain complexities are then introduced to 1lluse
trate the depth of the subject, These itnvolve the estab-
lighment of goals for chargaing, the philosophy of pricing,
the determination of what resources to price, the influ-
ence of pracing strategies on user behavior, the selection
of a measure of work, the currency used, the gquality of
service, user desires regarding the charging system, and
metheds commonly used to "heat the system,®

The 1nfluence of various pricing philosaopnies on
user penavior is examined in the context of using charge=-
back as a cost allocation versus a resource allocation
mathod. An average cost pricing scheme 1s designed pri-
marily to recover costs but can lead to certain inequle-
ties sucn as high prices when demand is low. Flexible
pricing, on the other hand, is aimed at recovering costs
and influencing the allocation of resources. Finally,
the question of what actually constitutes full utiliza-
tion 1s explored and it is concluded that the definsxtion
of capacaty of a camputer 1S still unsettled.

Arndt, Donald A, et al.
*"gudgating for the D, P. Jepartment/Chargeback to User
Departments.”

The Interpreter, August,

Pive short papers ars included from a panel session
1n whicn the panelists presented their companies’ views
on the quaestion of charge=back.

Donald A, Arndt of the Northwestern National [nsurance
Company outlines the major advantages and disadvantages of
charga-back and the reasons why his company has elected to
charge both internal departments and other subsidiaries for
computar services.

Rick Fabing of the Continental National American Group
explains the problems created by the lack of a charge-dack
policy and outlines the steps being taken to establish sych
a policy in order to eliminate the weaknesses in tne exist-
ing budgeting scheme.

s1d Johnson of the Federated Mutual Insurance Co. ex-
plains why user departmencts do not budget for computer ser-
vices in his company. Instead, the company allocates
computer systems, computel programming, and computer time
back to the user on a direct allocation basis.

Curt Shankel of Western Casualty and Surety presents
the major advantages of budgeting and charge=back from
the point of view of the data processing department. He
alsa examines the three main elements of a billing system:
tae data collection mechanzsm, the formula for allccating
the cost of resources, and the rates for each data center
resouzce.

pon Kanzler of Integon Corp. explains now his company
budgets for computer services, how the costs are charqed
baek to the user, and the .asic advantages and weaknesses
of the approach.

1974. pp. 24=31.

Wiorkowski, Gabrielle K., and Wiorkowski, John J.
®"A Cost Allocation Model.®
Datamation, August, 1973, pp. 60-65.

The measurea of resource usage on which charges are
based ars Eirst examined and the necessity for charging
on the basis of individual periphcrals as well as CPU and
core 13 established. Various cost-charge categories are
outlined and the computation of rates for each 13 explained.
Rates for each category ar2 computed by dividing the total
cost of all resources in a category by the product of the
resource unit, tiMe unit, and percent usage. The specific
calculatians for each of the 12 cateqories are explained
and the collection of dat2 to support the percent usage
fagures 18 discussed.

One of the disadvantages of the cost allocation model
1s the difficulty users havs in understanding the charges.
Zarly indoctrination 1n the approach and the availability
af a project costing program are recommended to help over=-
come user resistance, Nine benaefits of the approach are
cited. Of these, the most important are that it provides
a quantitative basis for egquipment evaiuation, that each
resource .5 priced to pay for p1tself, that the charqing
data may also be used for operational analysis, and that
percent usaga figures may be used to adjust the center's
operacional schedule.



Junamaker, J. F., and whanston, A.

“Computer System Management: A iacro Planmning Cost Allocation

Procedure.”
Aanagement Informatics, August, 1271,

The responsibility center concept 13 first introduced
3s a means of allow:ing tne computer center tO operate so as

to allocate resources efficiently. The necessity of a planning

process is emphasized and the five basie steps to planning
wdentified. Included :n those steps are a detailed statemen
of requirements, tae translation of requirements into a sys
dasiyn (by ooth manual and computer-assisted methods), and

allocation of costs, A cost allocation formula is developed

that allocates yreater coses to the usaer whose alternative
costs are qJreater. An example 1s given of the use of the
formula 10 a campany consisting of four uSer qroups.

A methodology for determiny the optimal computer
system 18 presented :1n which tne cost allocated to one user
depends on the amounts of service Lo other users, The face
that the activity of one user can affect the quantity and
yuality of the service received by another user implies
the need for some sort of global control and cooperation.
The cost allocatien procedure 1s one sSuch control and is
directed toward fair allocation of resources to all user
groups.

Emmry, Jamas C., and Morgan, H. L.

*"Manag and B ics of Data Base Management Systems.®
Data Base Management Systams, Edited by Donald A. Jazdine.
New York: American Blsevier, 1974, pp. 185=193.

The major economic and managerxial issuves that should
be considered in the installation of a data base management
system are considerad. In terms of benefits, a reduction
1n application programming effort is realized because of
the elimanation of many iaput/output considerations. The
common data base approach leads to a reduction in the use
of storage and easier integration of applications. Other
benefits include greater flaxibility, maintainability.
portability, and reliability. The major costs invoived
are in acquisition and installation, operating coscs (pare
ticularly core and CPU overhead), and certain intangible
personnel costs,

The installation of a DBMS also has certain managerial
wmplications, It is often necessary tO appoint a data base
administrator who has authority over all aspects of data
base administration, The DAMS also influences centraliza-
tion in some raspects and decentralization in others,
Processing and organizational planning tend to become
centralized, while users of the system and some levels
of decision making become decentralized. Charging for
information serxvices 13 more complicated because of the
high fixed costs and sharing of the data base by many
applications.

This paper s part of the proceedings of the SHARE
working conference on Data Base Management Systems and
1s followed by a discussion among panelists,
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Bookman, Philip G.
*Make Your Users Pay the Price.”
Computer Decisiocns, September, 1372. pp. I¥3i.

Two basic reasons for job Sosziag 2re gieeas SO
compare the cogt of a job to its 7valuf, 3 o charge
users for computer cCenter services, he tasic als of
any billing policy are identified as acTuvac?, repeata-
bility, understandability, and compecirsness,

The three main elements of zne J1liag oIocess ace
then discussed., A data collecticn process .s reguired
to measure the actual use of systea rescirses, md
problems relating to accounting 2a%a asTozal? = 3
multiprogramming environment are zoted, It 1S 33cwD
that the cost of data collectica is Zirectly r2laced
to the degree of accuracy and repeatadil.cy Zesired.
The development of a formula for zcst —=rpatasion 1S
next considered and examples of zcta 2 sizole aand a
complax formula are gaven. Scme ifateri: Isr selechlg
the right type of formula for a 7i=a i=stallatico
are also provided. The third elemeat i> e s1llisg
process is the setting of rates waiss ar= caputed
by dividing cost by utilizatiom lavel. The 2a73r ceo=
siderations in computing costs aad sti.izatam are
described, including the implicatzcns of 7arisis fa-
nancing arrangements.

Courtnay, Ralph.
"Who Pays What? Solutions to t>e Joo-asmomtizy Quandary.®
Computer Decisions, July, 1273. pp. l2-1

LY

Seven commercial job acco==ting sacxaces iesiged to
process IBM’3 System Managements ?acility (5¥F) data are re-
viewed within the framework of Zares sspabiliziess *on ac—
counting and control, r ce sriilzaTice acmyissring, amd
billing, A description of the cperatic= 3f 3X®, izcludang
a schematic diagram, 13 first muoen a=d =2 :se of iSer
exits to monitor Job flow 13 expiaiced, 3£ the reviewed
systems, only two make use of =Ser axiza. "me Jata collect-
i:l, gnd the major factors in a Silling alserizsm are out-

ned,

Capabilities of the varioss syscems o cruduce Te-
sgurce utilization reports are sumar:ized, .acludiag a
chart showing the general arsas covered 2y sazn 2f he
packages. The billing function 18 found =0 de the weakest
in all of the packages, and soze 3f tn® zecessary =illiag
features are discussed. Possicle igture irprovements,
particularly for VS systems, are a:3alignesd,

Taylor, Alan,

*Computer 8ills: Should the Charges Vary with Sach Job
Execution?®

Computerworld, November 3, 1971l. p. 7.

The author shows how the same program runaisg 1o
three different environments cas produce three different
measures of elapsed time. Becauses of the Jdesire to harge
users consistently for the same program, elapsed tine
13 generally not used for billing purposes. In place of
this, many users have chosen to charge a *he dasis of
I/0 execution counts., The fallacy of this approach LS
then explained, Spacifically, programs are likely o
be overcharged for the use of less expensive Deripaaral
devices, unit racord equipment, small >iocck sizes, and
serial operations. The conclusiom 13 drawn that variable
chargas based on elapsed tima ars actuaily more equitable
than consistent charges based on /0 executica coumss.



Borovits, Israel.

*The Pricing of Computer Services."

Data Processing (Great Britain}, May-June, 1974,
pp. 150= .

Three objectives are given for using accounting sys-
tems: to allocate resources among customers, to evaluate
computer system cost/benefits, and to provide data for
planning and budgetang. The charging algorithm used should
be based on four princaples: charges for the usa of the
joint facility must cover all costs; charges for a given
job will be the same regardless of time and mix of jobs;
the charge 18 independent of the names assigned to users;
and if the units costed are modified, then cost allocation
138 changad appropriately.

Three ting L) ts are defined, Lncluding
overhead costs, the costs of dynamuc usage of hardwarze
components; and costs relating to the static use of egquap=-
meant. A general cost equation 1s given. The establisarment
of price parameters to be used in the equation requires
the definition af cost centers, the expacted servicea level,
and the depreciation of the equipmant. Prices may have to
be adjusted from time to time to reflect deviations from
planned usage, changes in equipment, or changes in the
charging policy. An illustrative example is given to show
how charges are computed based on the concapt of average
casts. The example shows how overnead costs are allocated
to cost centers, how throughput is detarmined, and how
price paramaters are calculated., Outputs of the accounting
system are briefly descrabed.

Grillos, John M.
*Pricing EDP Resources.”
Computer Decisions, November, 1974. pp. 16-17.

A sophisticated managemmat and planning system 1s
needed to insure that centralized data processing reaches
its potential. The major tools of such a system include
a programming, planning and budgeting (PPB) system for
ADP, ADP accounting, a transfer pricing system, and per-
formance standards and reporting. The key to a successful
accounting system is in the definition of applications
and the ability to collect usage data against specific
programs. The pricing of services :s the chief demand-
requlating device, and serves to ration demand and to
motivate more sfficient use of resources. The interaction
of prices and costs determinas whether the center runs
at a profit or laoss, which in turn influences major
decisions regarding capacity.

Three criteria are suggested for the setting of
prices: prices should be set to yield breakeven revenue
at a projected usage level; charges should be distributed
to users according to the resources used by each: and
measures of resource consumption must reflect the differ-
ence between application types (ie. batch, remote batch,
telepraocessing, data base, etc.). A sequence of calcula=-
tions which result in a set of resource rates 13 presented
.in a series of charts representing a hypothetical OP
center,

Sobczak, J. J.
*Pricing Computer Usage.®
Datamation, February, 1974, pp. 61-64.

The author argues that an accounting system must be
cost reflective if 1t is to maximize the benefit of the
dollars spent on computers. Microeconamie theory 13 used
to demonstrate that pricing for a profit, or pricing below
cost produces a less than optimum value for the firm as
a whole. Within this context, however, 1t 13 assumad that
dapartments buying computer services respond to prices in
a prudent and sensible fashion.

Some common non~cost reflective accounting practices
are noted, For example, charging on the basis of elapsad
time or any single resource does not properly account for
resource usage. Similarly, certain types of penalty charges
as well as charges that do not reflect total resource usage
are not reflective of true costs.

Accounting algorithms that make use of standard meas-
ures of work are inadequate because they do not reflect
different charges resulting from different types of equip-
ment, It 13 also argued that surcharges for "ex<pensive
resources® are unnecessary, and that cost sengitive algo=-
rithms will reflect the proper cost structure. A proper
balance between simplicity and accurate cost reflection
must be reached. The key element 1n effective use of
Crarqing 1s the degree to which charges actually affect
data processing users. Lf charges do not influence user
decisiona, then the accounting system will be an unnaces-
sSary expense.

Giudice, John J., and McElroy, John J. .
*Allocating Job Costs for Multi-Programming Systems.
Data Processing Magazine, Spring, 1972. pp. lo~19.

The desirable characteristics of a cost allocation
algorithm are Firse outlined: it must be logical and repre-
sent the economics of the real world; it muse be simple
and understandable by all affected parties; it must pro-
duce repeatable resultsy and it must be economical to ap=-
aerate, The alternative cost allocation schemss include the
stand alone/standard cost model, detailed msasurement sys—
tems, and single elemant allocation. The latter method 1s
salected as being the most simpla, eccnomical and reasona-
ble.

Under a single job stream system, wall clock time is
the simplest and most equitable sangle elemant on which to
base cost allocations. In multiprogrammirg systems, how=
ever, wall clock tame 1S not a repeatable measure and an
alternative, called work time, is suggested, Work time
is defined as the sum of CPU time actually used by the
job plus the input/output wait time. Although this ap~-
proach produces more repeatable timings, i1t is not as
simple to explain to users as straight wall clock, or
elapsed time. It 13, however, quite simple and inexpen-
sive to 1mplement, and provides adequate accuracy for
ccst alleocation.

Kreitzberg, Charles B., and Webb, Jesse H.

®"An Approach to Job Pricing im a Multi-programming
Environment.”

Procaedings of the 1972 Fall Jeint Computer Conference,
Volume 41, Part 1, pp. 115-122,

The problems of chargqing for jobs run on third genera=-
tion systems as compared to second genaeration systems result
from the sharing of resources among the resident programs,
and the variation in elapsed time from run %o run of a
given job. Bacause of this, the traditional charging formu-
la (cost equals program run time multiplied by rate per
unit of time} 1s nat applicable to third generation sys-
tems, although :ts simplicity and intuitive appeal are
far greater than mast charging formulas used for multi-
programming systems.

An approach is suggeated which enables the third gen-
eration user to adapt measures of usage to the second gen=
eration formula, First, a “computed elapsed time” 13 defined
whica 13 the sum of CPU time for a program plus its volun-
tary wait time, This value 1s equivalent to the wall clock
tame 1f the run were exacuted by 1tself, Second, a scheme
13 devised for the partitioning of the system rnto a subset
computer for the computation of a rate representing those
resources used by the run. Given these two values, the
simpler second generation charging formula can be used to
compute charges which are equitable and reproducible.

Jacobs, Donald.

“Equitable Machine Cost Accounting 1n a Multi-programing
Environment.”

Data Management, November, 1273. pp. 21-25.

The most common practice in job accounting involves
measuring a combination of central processor utilization
and input/output requests to arrive at an approxamation
of elapsed tame. It i1s shown that this approach does not
motivate the programmer to Lmprove the efficiency of his
programs, In place of this approach, a modified version
of elapsed time, called step time, is suggested. Step time
18 computed by subtracting certain periods when a program
13 blocked from exascution by other programs from the elapsed
time, Tests were conducted tao determine tha amount of vari-
ance of staep time from stand-alone elapsed time and 1t 13
concluded that step time can reliably be used to equatably
dastribute the resources a )ob uses.

The chargqing formula using step time is constructed
simply by multiplying the rate for each resource by the
step time, avoirding the use of averages or estimates, The
advantages claimed are equatable cost accounting and the
encouragement of good programming practices.
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Chanoux, Jo Ann: Goodrich, Michael; and Scaletta, Phillip.
*How Much a Second for & CPU?*
Computer Decisions, December, 1974, pp. 38=39+.

The determination of total cost for time sharing
services is not a simple calculation and is compounded
by the variety of pricing schemss offered by time sharing
vendors. An example is used to show thac the cost of
sarvices from two competing vendors is not necessarily
relatsd to their staced per second CPU races. Total cost
is a function of connect rates, CPU rates, [/0 rates,
file storage, and other services. A formula 1s dewveloped
to show how all the variables interact to make cost pre~
dictions extremely difficult, For example, charges for
connect time are influenced by number of users logged on
to tha system, avarage systam response time, and transfer
rates. CPU time may be influenced by processor speed,
and the vendor's job scheduling scheme.

Benchmark tests are suggested as one means of pre-
dicting actual costs :f vendors are unable to provide
reasonabla estimates. An accompanying charet lists the
major evaluation criteria for selecting a time sharing
service.

Selwyn, Lae L.

“Camputar Resource Accounting in a Tima Sharing
Environmene,®

Proceadings of the 1970 Spring Joint Computer Canference,
Volume 36. pp. 119-130.

The background of time sharing services is first con=-
sidered along with the major implicaciens of varicus types
of services on the pricing pgdicies of a supplier. It 1s
shown that 2 pricing structure must be flexible and accu-
rate, encourage the use of proprietary software packages,
and e consistant with the operaging procedure. The evolve
1ng nature of the time sharing business and its management
information requirements are reviewed.

The basic design ohjectives of a managerial account-
ing and control mechanism are then summarized, These in-
clude the ability to allocate resources among various
cypes of usera, to provide for flexible pricing, to pere
mt decentralized management of rescurces, to control
system access, to record the details of system usage,
and ta provide for accounting on 2 subsystem basis. The
implementations of twe such accounting systems are then
described. The first, called the “BUYTIM® resource allo-
cation system, was designed for the IBM 7094 under CTSS.
The mechanism provides the user more direct control over
available funds. The second system was Lmplemented for
the POP-L0 and incorporated a aumber of advances over
the tirst gystem. These included dynamic pricing, account=
ing for specific services used, improved access control,
resource management, and system security,

surner, Weston J.

*Trade-offs in Time Sharing Pricing.”

IEEE Intsrnational Computer Society Conferance, 1971.
Contference Digest: Hardware, Software, Firmware Trade-offs,
PR. i~Z.

Three purposes for the establishment of charging or
pricing schemes for computer usage are noted: recovery
of the cost of providing the service:; distrabution of
tne expenseS in an equitable fashion; and management of
the resource itself, An appreciation for tne charges and
accounting cost control by users 1s essential if any
pricang scheme 13 to wark.

A number of trade-offs exist with respect to
both users and suppliers. Suppliers are concerned with
the manner in whach individual resources are to be sepa~
rately priced, and the forecasting of expected usage,
which is the key to profitability. Individual software
charges may be levied by one supplier, while another
does not charge for softwara usage, hoping that revenues
will be generated by the execution of programs and the
use@ of CPU time. Users may elect to trade-off connect
time charges for slower, but less costly background exe-
cution of jobs. It 13 recommended that prospective time
snaring users trade-off their own specific needs against
the specific pricing policies of vendors and use multiple
vendors where warranted.

Emary, James C,
"Problems and Promises of Regqional Computing,”
Datamation, August, 1973, pp. 55=58,.

The formation of a regional computing centsr, called
UNI-COLL, by a number of colleges and univeraities in the
Delaware Valley was undertaken to gain economies of scale
in hardware, software, and operations. It was believed
that such an arrangement would provide computing capabilities
that could not be matched by individual facilities. Howaver,
a number of problems were encountered: complate cooperation
between the independent organizations was not achieved:;
prices did not reflect the economy of scale of the larger
system because of limited usage; idle capacity existed
and agreement could not be reached on an approach to
marginal pricing; full commitment to the concept was not
rade by all participants; compromises had to be made in
services offered; and the reallocation of funds to the
regional centefX by individual schools was not completed
according to plan.

dased on these experiences., predictions are made
relative to the future of regional computing, Pirst, a
hierarchical network 1s envisioned with small local computers,
a regional centar, and a connecfion to a national nectwork,
Operating functions will tend to be decentralized with local
institutions providing services within their areas of exper-
tase., A complex pricing structure will be reguired to mati-
vate users' behavior. Eleven pranciples are given for such
a price structure, Finally, a financial commitment of the
users will be required in the form of a revenue guarantee,
with some built-in flexibiliey related to the quality of
sarvice provided,

Bowden, E. K., Sr., and darr, W, J.

“Cost Effective Priority Assig t 1n Network Computers.”
Praceedings of the 1972 Fall Joint Computer Conference,
Volume 41, Part 2. pp. 755-763.

The author contends that the implementation of user=-
oriented load-leveling in computer networks 1S the key to
developing economically self-supporting network computers.
The aypothesis 1s presented that Jobs requiring essentially
the same resources are not necessarily of equivalent value
to the user with respect to time. A priority assignment
technigque 13 proposed which represents the worth of the
tasks Ln the system, based on a user~-specified "deadline.”
A mathematical meagure of cost-effectiveness L3 proposed
to evaluate the performance of a network as well as each
system wndividually. This measure leads to a reward/cost
ratio which 18 the basis for the development of a priority
assignment schema. A prilority assignment algorithm is de-
veioped and several examples of 1ts use are given,

The more general problem of load leveling within a
network of computers is addressed. an algorithm s sug=
Jested that assures completion of each task within a cen-
ter by 1ts deadline, or, 1f there is danger that tae
Jeadline mught be massed, then the task is considered
for transmission to another center which can meet the
deadlsine.



Diamond, Daniel S., and Selwyn, lee L.

*Considerations for Computer Utility Pricing Policiex.”
Proceedings of the 1968 ACM National Confarenca, Volume 23,
PP. 189-200,

A pricing framework is proposed consisting of three
dimensionsa: the amount of reasources used, the relative de-
mand on the system resources at any given time, and the
value of work being done by the system. In the context of
these three dimensions, the various alternatives for pricing
computar services are given: fiat rate, connection time,
transaction, and resource usage, The applicability of each
to the three dimensions 1s discussed, as are certain con-
straints or limitations that may be placed on usage under
any of the policies.

Three dimensions of service are introduced. These
include the distinction between user-written programs and
utility-supplied subsystams, the type of access granted to
t«he user, and the demands on system resources by user pro=
grams. These dimensions correspond to the pricing dimen=
sions discussed in the first section. Various pricing
policy selection criteria are then discussed, including
both market-oriented criteria and operation-oriented cri-
teria. In the formsr category aze the customer’s ability
to predict cost, payment only for services used, maximai-
zaticn of services for a givan cost, paymeat of proper
ghare of common costs, payment for "value” of services,
and dssire for priority service, Operation-oriented cri-
taria are primarily concerned with profit maximization
and the influencing of user behavior. The final portion
of the paper examines the pricing policy for Multics as
an example of the mora complex computer utilities soon
to come.

Nielsen, Norman R.

“The Allccaticn of Camputar Resources--Is Pricing the
Answer?”

Communications of the ACM, August, 1970. pp. 467=-474,

Earlisr work on the gquestion of computer resource
allocation is first reviewed and it 1s shown that allo=-
caticn by administrative requlation 13 inadequate. A
two-stage procedure for allocation 13 suggested under
which top management, computer center management, and
users would each make cartain resource allocation de-
crsiona for which they are most qualified. The top level
group would make decisions regarding the general level
of utilization by various projects. Users would make
datailed resource usage decisions. Computer center
management would be primarily concerned with providing
an adequate quantity of the most appropriate resources.

The major considerations in the setting of prices
relate to their stability over time, the use of long=
run capital and operating costs as the basis for setting
praicas, and the 1nfluence of pricing on user demands.
Selection of resources to ba priced 13 based on the meas=-
ures availabla from the host 3ystem. As small a set as
passible should be used, and oaly those over which the
user parceives that he has control should be priced. Ia
the short run, allocation problems can be handled by per-
mitting prices to vary dynamically with demand.

Several clarifications are made regarding some of
tha more frequent misconceptions about praicing and ex=
amples are given to illustrate the different circumstances
under which pricing can be effactive.

Nialsen, Norman R.

“Flexible Pricang: An Approach to the Allocation of
Computsr Rasources.,”

Proceedings of the 1968 Fall Joint Computer Conference,
Volume 33, Part l. pp. 321-531l.

In apite of the emphasis on costing procedures, few
have been designed to allocate scarce computing regources.
To do 30, an array of flexible or adjustable prices, re-
sponsive to demand, are requared. Measures of utilization
are defined and the various resources of the system aze
related to those measures, Selection of measures for pricing
should be based on thosa to which users can easily relate
their resource usage, those which are easily obtained from
the system, and those which account for a major portion of
the system's resources.

Prices are then assigned to the selected measures.
Major considerations in pricing relate to thear stabilicy
over time and their influence on user behavior. A flexa=-
ble pricing schema s proposed that is based on priori-
ties and allows the usar to select appropriate queues
depending on the price and/or turnaround time asgsociated
with each. A test of such an approach was conducted at
the Stanfogd Computation Center. It was demonstrated to
be practical from an operating standpoint, iLmproving the
performance of the computer center and relieving manage-
ment of numerous resource allocation decisions.

Nialsen, Norman R.
®Using Your Computing Resources to Best Advantage.”
Journal of Contemporary BSusiness, Spring, 1972. pp. 35-49.

The shortcomangs of the most common methods of computer
resource allocation are ocutlined and the need for a better
method 18 noted. It is suggested that a three-stage pro-
<adure be adopted whereby management determines the gen=
eral level of resqurce utilization by functional area,
users select the specific resocurces, and computer center
management determines what level of reaources to provade.
A unit of global resource utilization is defined and
prices established for these units. Such a prigce struc=-
ture can be used to motivate user behavior in the selec-
tion of computer resources. Considerations for the setting
of prices are given.

The role of the computer facaility 1s to provide the
required services at the lowest possidle cost. In thas
context, pricing can be used to adjust the types and
quantities of services made available. In addition, the
demands of users help to define their actual require=-
ments and aid facility management to plan for future
capacaity.

Timing considerations are introduced as a possible
justificatien far varying prices to meet different levels
of user demand. A series of priority queues with assoca-
ated prices 1s suggested. The major benefits of the use of
a pricing procedura are the increase in value of computer
services provided, the improved allocation of botn physi=
cal and temporal computer resources, and better management
of the computer facility.
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Smidt, Seymour.

*The Use of Hard and Soft Money Budgets, and Prices to
Limit Demand for Cantraliznd Computer Pacality.®
Preceedings of the 1963 Pall Joint Computer Conference,
Volume 33, Part l. pp. 499~-509.

one of the disadvantages of decentralization is
the effect that decision makers may have on other parts
of the organization without having knowledge of that
effect. This paper concentrates on ways of overcoming
this disadvantage in cases where a centralized computer
facility services many decentralized users. The problem
is one of limiting demand for computer servicas by users
who are attempting to maximize some goal that cannot be
expressed in monetary terms. The basic decision variables
involved are the amount and type of coemputing facilities,
user budgets (demand), and the terms on which computer
services are made available to users (price).

A set of four mathematical models 13 presented
which aid in determining what basis should be used for
establishing prices for computer use, and whether or
not users should be given a iaparate budget applicable
only to their computer usagn. In this context, hard
money refers to money that can be s for any purp ?
sOft monay can be used only in some limited way. The
first model agsumes oniy internal financing (hard money)
with prices set by the orgarization. The second model
ailows for the possibility taat some users raceive part
of their budget allocations from cutside sources, con=
sidered to be soft money from the point of view of the
organization, In the third model, it is assumed that
the organization can make both hard and soft money allo=
cations to users. The final model adds tha further

mption that r capacity is fixed, and cannot
be adjusted to demand. An appendix gives the mathematical
details of each of the modals,

Kanter, Herschel; Moore, Arnold; and sg.nqer_, Neil.

"The Allocation of Computer Time by University Computer
Canters.”

Journal of Business, July, 1968. pp. 375=-384.

The allocation of computer tims by university computer

centers 138 siqnificantly affected by federal government
auditing rules which require that computer time for
government-sponsored research be based on “average full
costs.® Three kxinds of problems arise because of this.
Pirse, the university’s inability to charge based on quali-
ty of service leads to certain inefficiencies and inequa-
ties for other users. Second, because charges are based

on full coats, some overinvestment can result. Third, a
market 18 creatsd in which a few buyers of computer time
have an important influence on the prevailing price.

An analysis of the theoretical solution to the allo-
cation of computer time suggests that marqinal costs are
significant, contrary to popular belief, and that pricing
in accordances with some measurs of service quality is
faasible and desirable for computer services.

Present governmeat regulations are examned and it
1s shown that thera 1s generally more leeway under present
rules for charging than the universities have taken advan-
tage of. In particular, the major conditions imposed by
the government are that costs be established for periods
no longer than one year, and that price differentials be
somehow related to costs. It is suggested that a change
in the rules be made to clarify the freedom implicit in
the present rules.

Singar, Neil M.: Kanter, Herschel; and Moore, Arnold.
"Prices and the Allocation of Computer Time,.”
Proceedings of the 1368 Fall Joint Computer Conference,
Volume 33, Part l. pp. 493-493,

The basic operation of a pricing machanism in any
environment igs first evaluated and it is shown that a
price system can solve the problems of distributing goods
and services among consumers, allocating resources among
producers, and ccnveying information to control resource
flows. The conditicns for priging to work in allocating
computer time are that computer time be made available
to any user willing to pay the price, that all costs and
benefits be incurred within the market, and that prices
be free to fluctuate without regard to the cost of pro-
ductaon. It is concluded that pricing 13 an effective
machanism for allocating computer timm in the short run,
but 1s more complex in the long run dus to variations
in the supply, or capacity, brought about by changes
in hardware,

The pricing mechanism is further supported by the
lack of good alternatives. Average costing is discussed
and is shown to produce improper incentives among users,
Overhead charges establish no basis for allocation and
are likely to be inequitable. Priority schemes are the
most satisfactory alternative, but their good points are
essentially parallel to the good points of pricing.

Marchand, Maurice.

“Priority Pricing with Application to Time~shared
Camputers,”

Proceedings of the 1968 Fall Joint Computer Conference,
Volume 33, Part l. pp. S11=-519.

A pracing procedure with several levels of priority
13 suggested as a means of remedying the defects of the
simple flrstecoma={irst-served rule. A model i$ then pre-
sented which maximizes a linear combination of individual
utility functions subject to technological constraints
and market clearing equations. Sgme conditions are found
that the prices must satisfy in order to lead to a Pareto
optimal allocation of rescurces. Cextain results of queulng
theory are presented which help to determine which charace
teristics of the demands for jobs must be charged. The
economic interpretation and the practical implications
of the optimal conditions are then derived.

The extent to which results may help in the design of
efficient pricing procedures for time sharing systems are
investigated.
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Opportunity for Savings of Large Sums_in Acguiring

Computer Systems_Under_Federal Grant_Programs

(FGH1SD-75-34) July 24, 1575.
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B-133394
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E-146796

B-146864

B-158685
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B-163G74
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Civil Agencies !'gke Limited Use of Cost-tenefit
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Analysis_in Support cf Budget Fecuests (£CHSD-
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75-10), January 14, 1375.

Administraticn of Ccst Plus Award Fee Type Contract
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for_Computer Programminc znd Cperational stocort

—— e . s e i D it e s e et st . e st s Whn e e e e o it M ey e e i e i i e o et

Services, Gecember 1§, 1969.
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Finsncing Agency Prcgrams Other Than By Cirect
Appropriation -- Revolving Funds, tlarch 6, 1y70.
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Prccessing hesources -- Lepartmert of the iavy
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the Department of Agriculture (LCC=75-1G8), June 3,
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1975,

Bcuse or Contract Perfcrmance of Sunport Activities,
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March 17, 1972.

Detter Mapacement needed in Civil Agencies Gver
Selection of In-fouse or Contract Perfcrmance of
Suppert Activities, July 31, 1573.

Problems in the Acauisition cf Standard Computers

—— . o ——— — —— — - — W ——— — — . f S e o S A — ——— A7 —— ot i Sl St iy o s A

for ¥World-wicde Militarv Commanc _ané _Contrcl Systen

Cecember 29, 1470.

Rescurce tlanzgement Can Be Imorcoved by Grester Use
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Improvinag the Accuisiticn of Computer Systcms.
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3-164250

B~-164497

B-166655

B-169357

B-169857

B-171013

B-173806

B-180235

8-182852

Army's Evaluation of Alternative Designs for Pro-
viding Computer Capabilities Needed for SAFEGUARD

Antiballistic Missile System, August 20, 15971.

Improved Planning and Management of Information
Development Needed -- Federal Aviation Administra-
tion, Department of Transportation (LCD-74-113),
August 13, 1975,

Review of Status of Development Toward Establish-
ment of a Unified National Communications System,
July 14, 1969.

Improvements Needed in Management of Depertment
of Defense Communications, October 19, 1970.

Letter Report to the Secretary of Defense on Air
Force Logistics Ccmmand's Set 8 (Univac 418) and
Army's Automated Multi-Media Exchanage (AMME),
March 17, 1975.

Development of a Nationwide Criminal Data
Exchanqe -- Need to Determine Cost and Lmprove
Reporting, January 1ls, 1973.

Problems and Progress of the U.S. Army Materiel
Command's Automated Data Processing Service
Center Concepts, October 9, 1974,

Problems Affecting Operations at the St. Louis
Postal Data Center, December 10, 1974,

Letter Report to the Secretary of Defense on the
Need for More Lfifective Management of Transporta-
tion Data Systems (LCD-75-205), February 11, 1975.

Guidelines for ilanaging Information Processing
Systems (Draft), May 1974

Management Guidelines for Cost Accounting and
Cost Control ror ADP Activities and Systems:

A Report of Recommendation of the GAC Task Group,
September 17, 1975.

Staff Report on the Scope and Concept of the
Standard Budgetary and Fiscal Information System,
August 1972.




Cereral Services Aéministraticn:
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This table lists all current OMB regulations and instruc-
and indicates whether or nct the issuance has been

ALz ranagement Information System (MIS) Processing

e e e L - — " — e ot s S el ot et o s it i i me e = -

Prccedures, April 1, 1974.

i
ra, and maintaining an ADP MIS to assist GSA and
ederal Mgencies in carrying cut their management
ibilities for the mcst ef{fective and efficient
ticn ¢f ADP under FMC 74-2".

3LZ Pespensibilities Study, July 1958.
The objective of this study was "to identify and clarify
s Government-wide functions performed, cr to be perfcrmed,
the utilization of ADPFE and tC propcse assignments of
gge functicns to svnecific aagenciecs*.

Latz frocessing Standards Hernusl, April 1z, 1973.
Internal menual prcviding management ancd cperating
'uidelires acoverning actions on ACP services, to include
: icks, systems design and prcocgranring, and deta processing
-isicn perscennel, ecuipment, supplies and facilities.

ce-Year ALDP Plams, Spring lu74.

This compendium inclvdes the five-vear ADP plan of
ezch Federal Agencvy cwning ACPE. The nlans reflect: FY 1973
AC? ctligations incurred; @ narrative statement cn the
gaencv's use of ACP, future plans, criticel issuesg; an
ADP finencial plan; and source of funding.

FY 1974, and FY 1975; Fepruary 1973, Cecember 1973. Lecerber

1674, and Cecember 1975, respectivelv. .

G, 1974.

®

Refererce Cuide to ALP Directives, lay

This document i< the vrctotyre cf a auide which was
tc reflect the hierarchy of ADP-recleted issuences amcno
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the various Fedsral Agencies, to include OMB, GSA. the
Pepartments of Defense (CoDl) and Commerce (LDcC), the Office
cf Telecommunications Policy (OTP)} and others. The issuances
are categorized by such ACP functional areas as acguisition,
the ADP Fund, communications, disposal, contractor vs.
in-house activities, excess, operations, planning, reutili-
zation, security and privacy.

Report cf Task Focrce on_Long-Range_Plans for ALP_in_the

Federal Government to_the Interagency Committee on_ALF,
May 1971.

This report recommended establishment ¢f a Presidential
Cemmission of Gevernment ané non-Government designees to
conduct a3 compnrehensive review of ADP in the Federal
Government, with emphasis on lceng-range slanning, to
include present ccncerns that have future relevance; i.e.,
management structures, ADP technclcgy, standards, nlanning,
nrcgramming, budgeting, centra. ADP funding, procurements,
orivacy, confidentiality, end security cf informaticn.

port _to _the Subcommittee to Study the Shcortening cof

—— ———— " —— o —— - —

e
he ADPE Acouisiticn Cycle, February 8, 1973.

E
t

This study addresses such problem areas as RFP prepara-
ticn time, technical and cost evaluations, standardized
third-party documents, intricacies of the procurement proccess,
time of sclicitation arrival at GSA, temporary regulaticn
E-25, and mandatcry recuirements contracts.

——— ———— — i o o o

GSA ADTS first enunciated tne pclicies and prccecures for
such a orecaram in this draft publicaticn.

e e e i ol e . . T S i — o — — o — — = —— o~ —— ——— . —

Government for FY 1973 andé includes cost, menpower, and

s — e ———— —— ———— — S~ = o . s

utilization data on General Management Classification and
Special Management Classification ADPE.

This study addressed the following ADP issues: Federal
Supply Schedules, Stondard Benchmarks, the Late Prcpeseal
Clause, Uniform RFPS, Delegaticn of Procurement Authcrity,
and Pcst-Selection Benchmark/Functicnal Cemonstraticns.
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Government of Canada:
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Federal Government of Canada (Undated).

The document states that, as an overall gocal, computer
communications should be oriented in such a way that they
emphasize national identity and achievement of social and
economic aims and that they maximize Canadian influence and
control over key activities and services. The report
sunmarizes 29 statements that were developed to support
these goals and exrlains their relaticnships to recommen-
dations of the Computer/Ccmmunications Task Force.

EDP Master Plan, Treasury Board, Federal GCovernment cf
Canada, December 1972.

This report describes the GoC EDP centers, their organi-
zation, staffing, and personnel management issues associated
with their operation, financing, and implementation.

Guide on EDP Administration, Treasury Board, Federal Govern-
ment ¢f Canada, December 3, 1v72.

A guide covering: roles & responsibilities of agencies,
centers, and departments, planning for EDP needs, development
and control of EDP projects, choice of EDP services, procurement
of EDP goods & services, EDP financial administration,
computer performance improvement ELUP records management,
security in an EDP environment, and EDP standards.

e A e ot e e e e ot e e s o e et e S it e e

Management Board cf the Cablnet, Government of Cntario,
Canada, Sevptember 17, 1973.

Plan for EDP_and Systems Services in the Ontario Government,

e e D e e . St i S e e

Management Board of the Cabinet, Government of Ontario,
Canada, September 17, 1973.

Report on EDP in Federal Government Canada, Treasury

Board, Federal Government of Canada. MNovember 30, 1971.

This report reflects proposed long-term EDP policy
in Canada, their implications, preimplementation reguirements,
and implementation.



NaTionAL TECHNICAL [NFORMATION SERVICE:

Ar:iac Fesearch Ccrp.. Annapalis, nd.
“Guidebook fcr 3Systems Analysis/Ccst-EEfect§veness'
Mar 69 451p AC~-oob 134

The purncse cf the guideccak 15 tc provide Arry
nersonrel with 2 text and reference material in Systems
Anzivsls oné Cost-Effectiveness. It 1s 1ntended fcr
these technical, scientific, managerent, and admin-
1strotive personnel whc 2re respensicle for preparing
inCcrraticn, -akisg decisions or reviawins dJecisions
mede nv orhers regacding life-cycle cost, system
~ftectivencss {availechitity, dependacility, canability),
ar techrical fecasibility of a system ar ecuintent at
anv ohese 1n 1os life cycle. It is irmediately uscful
tc ocarserrel whre 2re familiar with 3 svstem or ecuisment
under studv ou® are not familiar with the methoceleny
snd tacrmicies cf Svetems Analvsis and Cost-tffectiveness.

Arrv Flactrenics Command, Foert tionmouth, t.J.
"Arwv Prcerams {cost Estirating Guide’

(«etneds aré Fagtaors)

12 June 72 g6p AC-763 361/6

The regeort F2s teen compilec 1a en effecrt te provine
nuiéance to US Army Clectrconics Carmarc {ECtit) cersornel
in the feraulaticn ¢t ccst estimates {cr ylarrira,
proaram=1n3d, ore tudgetina gurpegses. [t 1S intenuec to
orovide the soprcaches necessary to meet the recuirements
set forth 1n AR 37-18 for life cycle ccst stwiies. as
well as nrcvising pertinent areas ot corsigeraticn [or
estimates recuirad by other management documeEnts (1.e.,
cormadity manacerent plans, materiel neea accurents,
advanced oreosurerent plans, nrogram ¢nanges recuests
and other specizl cost studxes).

Arnv tatertiel! Cemmard, washington, C. C.
‘Enaineerine Zesian Farcdbock: Svstem Ana2lvsic and
Cose-fffectiveners”

Acr 71 4iCe AD=-bod 151

The curccsze of this hancdbeck ts to previde 2 text
andé refererce material in 3yster Anzlvsis anc Cost-£[{ec-
tiveress., It i1s intenced {or thcse techmical, scientifac,
manaaement, "nc administrative persenncl wnc ar. recucn-
si1ble for nrecarinn 1nformaticn, making decisicns st
reviewing ceclsicns mace hy cthers reaarcing life-cycle
cast, svsrem effectiveness (availability, decercability,
caoability), or technical feasibility of 2 system crv
eouyloment at env ohase in tts life cycle. [t .s
1rmediately useful to oerscnnel who are famtliar witr 2
system of eouicrent gnder study but are not famtliaz wir»
the methodolcqgy and technioues of Systam ~snalysis ana
Cest-Effectiveness.
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Sarnete, Arnold
iSalected Pavers on Effective Data Systems Cevelopment"
1971 590 ED-052 78&

The four mapers included ir this document are: (i)
“Preparina ¥anagaenent fcr !MNIS' presented at the Guida=iZ
teeting, May, 197 (2) "Training Management for MIS
aresantec on “arch 17, 1%7u, tc the Central New fcrk
Chapter of the Asscciation fcr Jysters MHanagement:; (J)
“tew to /Irleck the Ccmnuter’s Frofit Potential” presentec
At the 1969 Spring Seminar of tnhe Steel Valley Chapter ot
the Assecciaticn fcr Systems Management; and (4) “"The
Pracess nf Lffective Cota Systems Develcpment™ presen-ea
at the 196H Cats Prccessinag Management Asscclation
Cecnventicn.

3attrick, B
“The Future of Co-Cperative [nformation Processing in Europe”
Aut 74 105p N75-23384/1ST

Twelve pacers an the develcopment cf cccperation in
infcrrmation nrecessina in Fucope are presented. Tagics dealt
with tnclude 1rfcrmation plarning ard ecancmic realities.
scerzl scrence docureataticn data bases, auclear informaticn,
a cccnerative cherical inforraticn preject 1n the Netherlarnds,
shemical infcrmztiaon svsters, infarmation for casts,
cocrer2tion in furcre2n netwsrkina, retrospective chem:icsl
searerir T, anc a ccwputar-cased incustrial infcrmation ssstem.
fhe recolutien on infermaticn crocessing cocperation in
tucepe, 2s acceoted oy the tusicic full memoers, 1S alsc
~resented,

?{:xnc, Robert P,
Cost Analvsis for Comouter Cemmunications”
Sen 74 40p COM=-74-50926/6SL

This report surmarizes a communilaticn ¢cst studv
relevanc ro the necus cf the NSF Netwecrking far Science
froacem. The rrirary ourpese of this repcrt 1S to provide
an aToroximaticn to tne coT@Municaticns costs of connectina
3 seecifired rumrer of Nest cemputers 1n selected locaticrs
with » specifiec nurber of interactive usec terminals,
cost tacters foom existing, precosec, aad modeled value-
cde¢ netwarks are ronlieg to hvpothetical rraffic demarcs
) arrive at Jcst estimates

Carter, D. 4., Citson, H. L., Rademacher, R. A.
“A Studv of Critical Factors in Management Information
Systems for U.3. Ai1r Force”
31 Mar 7% 186ép AD AQU9 647/9ST

Trhe report discusces the effectiveness of computer-based
itnformation systems as dependent upon many factors. The
investigators 1a the 4IS study addressed tws major questions
-={1) what are the most critical facters contributing to
the successful develcpment of an information system; and
{2) can tre factors be measured so that a model{s) can be
cevelooed ta credict the success or failure of a particular
information system effort. Cata were collected throuagh
interviews with systems and management gersonnel in varicus
tndustries and governmentsl agencies, through use of
questionnraires, and throuah a search 3f the literature.
Studv effcrts rasulted 1n tne develcpment of a general
nurpose qoal programming Todel 1n the interactive computer
made,



Charlotte, N.C., Cepartrent cf tiousirg ana Uroen Cevelooment.
USAC Prorect
"3ystem Cccumentaticn cGuide
mMar 75 932 PRe241 451/487

The recert 15 fror 3 L3AC ceries produced by the city
of Crharlctte coverina activities frem systems analysis
tarcegh i1rclemenraticn 2nd evaluaticn cf urban infcrmaticn
systers., The develcpment sf an Inteqrated Municipal Infer~
Tatica Svstem whicn encempasses all tne cemmon functices
cf a tunicipality recuires the successful pecicrmance of five
ralcr technical tasks., These tasks are: systems anazlysis,
systeTs conceptualizaticn, systems desian, systems cdevelco-
rent, and svstems irolermentation, [r additicn, managerernt,
orientaticn, training, 2nd evalustion octivities sre carriec
cn ov tne decarsrent. TC ccordinate and centrol these
activities 1nterrnallv znd to Teet toe extarrsl onjectives
spaecified uv U3HC, efficrent 2nrd comnrehonsive decumentatice
orocedures must e 3ffected. This document, the Cnaclctte
¥IS pocurentatien Suide, 2ddresses trne establistment and
aonr=eten of such ~reeeduras. Includea a5 an apoencix is
a brief Cescrinticn ¢t each type af decurent nreduced,
listine anv forrs trat are gart cf tae ocarticular document
and tre format recutctererts to be fcllovea during 1its
productian.

Chartette, ¥.C., Cecartrment ¢f nousinm anc Croan Leveloprent,
CSAC Jfrctect
"System “ethocclcav Culdle

fek "% 190 28-.41 450,/6ST

The Cystem Methodelogy Culss, descriues system builairne
anoreack used 1n the cestan and gevelooment ¢f rthe Chaclotee
Intearzted Municical [nfcrmatiecn 3ystem. The cocument wre-
vides a zeneral beckareund ¢f the agpreach, 28 cppesad to
the technical desicn and develooment éocuments which cdetail
1néividusl seaments cf the svstem. Suhiects includec tn
this Cuide are directed ta the crganizaticn, planaing,
decurentation, and cenduct and contrel! of the total systerm
e€fort. The docurent is intended as a nenerzl gsuide fcr
nrcject staff and zlsc & 2 reference fcr cther runici-
rmalities and agencties seekinc to understand the desiarn/
develcoment aoorcach taken =y the Charlotte Consortium.
Used 2s 3 reference, th2 Cuide facilitates the proper
Interoretaticn ancé use of Charlerte’'s ocrential transfer
oregucts.

Chocrew, flark, Sparks, Lavid €., Watte, Cavic P, .
“Inferraticn Service 3Svstem Meageling, 2nalytical Tecle
for ‘tznaaement Fvaluaticr®

Cec 613 2s3p £8-169 596

Tha problem cf analyzina ocerating costs of intormaticn
service netwarks by emoloying mathematical nodeling tech-
nicges 1s discussed. As 3 result of this work, 1t 1s now
oossitle to evaluate alterrative network contiaurations cn
the kasis of cperatina costs. The model develcoved permits
cecresentation of the aultitude of veriables of subject
diseciolires, geonraochic location, communiceticns, the
varietv of existina forms of iaout infcrmation, the tywe
and lccaticn of i1nfcrmation processing operaticns, anc
®many others. 7This revart 1s presented Ln twvo parts:

Part [ provides an interpretive repart to management cn
the cbjectives, cesults, conclusions, and utility cf tne
matheratical recdel created to represent anc evaluate the
opersting costs. The develgpirent of the medel and an
1llgstrative calculation are repocted in technical detail
in Paret II.

Craig, Goualas. Grooms, DBavid
“Computer Networks, A Bibliocgraphy with Abstracts*
Cct 74 1§9c COM-74-11372/65L

Tne NTISearch bioliography contains 135 selected
atstracts of resedrch reoorts cetrieved usina the NTIS
on-line search system=-=-NTI3earcn. The repcrt covers all
aspects of computer retwarks including harceare, scftware,
data transmission, time sharing, ana apgplivscle tnecry
to network cecian,

Crothers, C. G.
‘ockload Ceterminaticn and Reprasentaticn for Co-Line
Cemputer Svstems
Jen 74 6lp AG=779 3la.4

The naper Jescrites preliminary investizaticns concerned
with wocklcad determination and recresentat:icn {or an-linre
corputer systems. Workloads are described 1n terms of the
work reauicred by users at terminals instead ot demands on
svstem rescurces, therady avoidira birases Jue tn the specific
rachine uncder 1nvestigaticrn. Promireat uscrs are i1dentified
Sy accounting cat3, 2nd their on-line recuirements are
determined oy trace ~raograms. scurce code freduercy counts,
and various analvtical technioues. Complete un~line test
sorklcads can te descrized 9y a set of termir2l sessions
whica are then simulstad using the Remote-Termiral Emulatar.
Experimental week cn tne MITRE IBX 370/153 1s described,
2nd 1t indicztes that 3ctuval terminal sessicns ¢am be
representad oY svntretlc sesgions, thus &1nimtoing the
droblem ¢f cevaloning and debucging test worhicads for each
rew applicaticern,

Cecisigns and Resigns, Inc., McLean, Va.
“Autaomatic Cata Processing Strategy Study:
A Summacy of the Fincings®
Mar 75 gla

Velume I,
?B~240 03 33T

The repcrt oresents the results cf a study of strategic
1ssues relatina tc the acquisition, utilizatiuvn and nanage=
ment c¢f ccmouters in the Feaeral Government. aixtecen stra-
teqatc colicy tssues w~ere identifted and examined 1n <etarl.
The material 1s nreserted under three matur SI3UpPLINgs:
Public Sectcr versus Private Sectar Iscues, MP Centrali-
zation/Cecentralization I[ssues, ard Cruanization anc
Management [ssues. The study approach invalied i1n-gepth
alicitaticn sessicns Jith representative at xey fuaeral
Governrent znarcles, ~here aepropriate, industty. Tech-
niaues ¢f deciston nalvsis were employed to provide a
miantirative rasis for ratirg of ogticns by tre gar-
ticipants, ard collective judgements were rellected :in
the cesults. Cecrclusicns were formulated with respect to
each of the key ADP i1ssues. Pecaommendaticns [cr new/
reviced ADP colicies were then formuliated 15 well as a
olan far irclementation of the recommendatiars. The
findiras and conclusicns are presented in volume 1.

Cafense Documentation Center, Alexandria, Va.
“3i1bjtoarachvy - Volume I: Ccst EFffectiveness Analysis
Aug 68 22%0 AD-675 90¢C

The pidblicaraohv consists of references on Ccst
tffectiveness Aralystis and Cost references celated to
ccst estimation and evaluation, cost effectiveness.
cost analvsis and mecnodeclcay 1a research ana develcp-
ment, management, cdecisicnmaking and systems value
2ngineering, This vclume cepresents a collection of
160 Cnclassified-Unlimited references 1n the COC data
sank that have oeen catalcaed since 1967.
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De1 Rcssi, James A.

"Cost Recavery 1in Pricing and Capacity Decisions for
Autcmated Informatior Systems'

Apr 75 3p NBS-TH-864

The paper exemines the cost-benefit imnlicsticns ot
alternative pricing and capacity investment decisicns for
automated scientific and technical infcrmaticn retrieval
systems. Two typical systems are examined ana numerical
examples presented. In the first system search requests
are entered on-site. The numerical examples shcw how
setting price to maximize net sccial benefit grecludes
total cost reccvery and implies subsidization. In the
second hypothetical system, search reauests are enterec
fror remote access terminals. Allowance is made fcr
random arrival rates, and distincticn 1s made between
system chardges to users anc other user incurred ccsts
With thece refinements, the nurerical examples snow %cCw,
for certain ranges of cut-put, tctal ccst reccvery is
ccnsistent with the waximization cf net sccial benefit.

DenVite, P. A.
"Annotated Biblicaraphy an Svstems Cocst Analysic
Mar 67 80p AP-810C 910

The biklicgraohy includes bocks, warmphlets, articles,
papers, and technical and research memcranda. 7 brief
description i1s presented of the nature and ccrtent of
each work. The materials were selected end :incluced
solely ¢n the basis of their relevance tc¢ the subjlect
matter of systems ccst analysis, no interoretaticn or
evaluation ¢f tte work was intended. Titles have been
grouped intc cateacries reflectinag krcac aregs cf ccect
analysis and 1ts application in the CDepartment cf Leterse.
This bibliograpby was prepared fcr use Ly the grecwira
number cf cost analysts, particularly thcse teina
organi1zed at varicus levels cf the Air fcrce. 1The title:z
and the:ir annotation are 1ntended for use as reference
material. They are intenced to permit cost anelvsts te
learn of earlier work that may be relevant tc & stucy
at hand. The memcrandum ccntains the first revision
and updates the tiblioaraphy.

Early, Robert F., Turlington, Fichard G.
“"Management Information, Planning, and Fepcrtina Systems
cf Milestcne and Milestone/Cost”

15 Jun 71 i3p AD-731 043

The repgort centains instructions to cffercrs and
caontracters for the preperation of preliminary data to
accempary Reouest For Propecsal (RFP) or Reauest For
Quote (RFQ), and recurring data reguired ty contracts
to provide Milestcne/Cost management informaticn to the
Naval Underwater Systems Center. The material contained
herein has reen compiled from a variety of sources and
as a result of experience and use.

- 58 -

Early, Fokert F., Turlingtcn, Ficnaru C.
"Management Informatien, Planning, ané Recvorting
Systems ¢f PEFT/Time anc Milestore/Ccct”

15 June 71 kY-14 AL-731 (45

This publicaticn conteains 1instructicns tc cffercrs
andé ccntracters fcr the preparsaticn cf prelirinery deta
to sccorpanv Recuests Focr Pronosal (RFE) cr Pecuest for
Qucte (RFC), endé recurrinGg data reculired ty ccntracts
tc erevide PEPT/Tire and *1lestore/Ccst menacerent irfor-
maeticn tc tke Naval Uncerwster Ivsterc Center. The
meterial certained berein hes been corpiled frem 5
varietv cf scurces fré af 2 resuvlt of erperience anu ucse,

Earlv, Fchert F., Turlinaten, ficterdé o.
"Menaaement Irforrzticn., Tlarring 2né fencrting Systems
cf PEPT/Tire anc PLPT/Ccst’

15 Jure 71 lor 2p-731 04

"

The “ccument ccontalrs instructicns tc cffercrs ana
centractors fcr tre preparaticn ¢f preliminary cats te
acccrvany keavest Fcr Preccsal (RFP) or Pecuest For
Qucte (FFQ}, and recuarring uats recuirec by ccntracts
te rrevice FFRTI/Time are PEFI/Ccst rmancgement irfcrmation
tc the Laval Unaerwater svetews Certer. 7The material
contained herein has beer comnillec from 2 variety of
scurces and as a recrlt of exoerience arnd use.

Eepositn, J. t.

“Staticticzl "ral s1s ro Leterr-re Licitsl Computer
wcrelcad Characteristice

Jun 74 807 aL-7d6 U€l/2S5L

% re.l wervlcac ¢f = ciraital! cernuter is characterized

cy the ~macritude cf demancs placec cn tne varicus system
rescurces. Sclectec rerfcrmance variables chosen from

these cerancs can be examinec witn tne rurccse ¢f the oro-
lectine tre1r statistical characteristics ontc & syrthetically
censtructec, ceoresentztive werkl~ad. This paper descrites

& aereral grrriecr ¢f stetictic:zl snalvsis icr reonresentative
scrklcad cheracterization ar¢ rresents &n 1llustraticn cof

*ris aprrcach usina the IB! System Management Fac:ility cGata.

Fife, Lernis W.
“Pesearch Ceonsideraticns 1n Comouter Netwcerking to
Expand Tescurce Shering’
Jun 74 26p CO¥-74-50541/3

Coreuter retwcrkira technology 1s adeauately Geveloped
new te s.ocert researcn and exXperimentaticn to exmand
corrut:irl rescurc2 sharira. Yhether orcgress will he made
deperds uncn ordgenizatinnel 1nitiative zmcna multiple
instituticrs, tc occl perscnrel and canitel =0 ag te
effectively cddress the Tajcr i1ssuec 1n manaagement aonproach,
suppcrt °nad -cftwere cdesi1- that limit the feasible inter-
Ceverdencs +f COFCPUtlng oreraticrs. The organizaticnal
reaulrements are cpartially revealed by examining pregressive
steages cf reszcurce sharina 1in crdanizational and cperaticnal
terms rather than such techniczl aspects as lcad sharina
or proaram sharing that have been 1intrcduced 1in the past.
Five stages are 1identified, ranging from cimply estatlishing
multiple service access to the acévanced stage where multiple
instituticns croanize for 1cint develcpment of new resources




Fisher, G. H.
“Cost Functions and 8Budgets” (Cost Considerations in
Systems Analysis)

Feb &8 420 AD-66€ €36

Systems analysis forms the central ccre of a program
budgeeing activity. A vitally important part cf systems
anajys1s 1s a cost analysis capability tg aenecate
estimates of the resocurce impact of alternative courses
of acticn beinag ~onsidered for the distent {uture. Scme
of the principal characteristics ot a systems cost anglysis
capability are gqiven. Establishing and maintaining 2z ccst
analysis capability to cuprort systems analysis studies
1avalves numercus difficulties. Gne of the most trouple-
scme 1S the data pase oroblem. Sciution to varts of the
data problem may be thrcuah majer cverhaul cf present
forral infcrmation systems and throuah the establiskment
of new complete enumeratica systems. This, however, does
not apgear feazsible as a general sclution--at legst in
the fareseeable future. Shert of such malor efforts ace
numerous alternative possibilities. Some examples ace
given.

fuikerson, O, B.
"A Network Flcw Ccmnutaticn for Project Cost Curves*
18 Mar 60 igp FB-167 13

A network flcw mrethod 1s outlined for sciving the
linear proaramming oroolem cf cerputinag the least cest
curve for a project cempesed 3f manv 1ngividual jocs,
where i1t 1s 2ssumed that certain jcbs must be finished
before others can be started. Each 10b b2s an associated
crasfi ccmnletion time and normal complet:on tire, arnd
the cost of doing the job varies linearly between these
extreme times. Given that the entire project must be
completed in a prescribed time i1nterval, it 1S desireg t¢
find job times that minim:ize the total prcject cast. The
method sclives this praoblem for all feasible time intervals.

Goodman, Arncld F.
“Measurement ¢f Ccmputer Systems--An Intreducticn”
Jul 72 3ip aAp-787 104/GSL

Three areas of phencmenal qrewth-computer utilizaticn,
camputer technoclogy and computer science-—-have producec the
need for a new field, measurement of comouter systems. A
summary of activity involving Teasurement of comouvter
systems 1s follcwed bty a prsooosed structufe for 1t, Lp terrs
of comouter system avolutign and oceratien. [n addition, &
structure is presented for evaluation of computer system
effectiveness--an impartant unsolved praoblem for 197G's.
This paper i1s i1ntended to be an intraguctlon to measurement
of computer systems, and as such 13 general anu suggestive,
rather than detailed and complete.

Graver, C. A,
“Historical Simulaticn: A Procedure for the Evaluation
of Estimating Procedures’

Jun 69 1370 AD=7113 174

A recurring oroblem faced by many asnalysis is that
cof devising estimating praocedures for pradictine sore
asoect of the future from rather meager Jata. This 1s
particulacly true for the ccst analyst who is concerneé
with estimatind the resource r=cuirements of future
military systems. Wbi1storical Simulation 1S 3 metnos of
evaluating candidate (cost) estimating nrocedures aon the
basis of their ability to simulate precdicrticns using
data that would have teen avallaole. [r this fashicn.
Historical Simulation eaveids relyina on the central
avaluation 3ssumotion cf Rfearession Theccy, namely,
that which fi1ts the past data best will precict tune
future best., 7This conceptusl citfcorence gi1ves nisterical
Simulation several unicue featurec.

Hiahland, Haccld J., Ed.

“Cemputer Perforrance Evaluatlen: Proceedings of the Heetina
cf Computer Perfecrmance Fvaluaticn Users Greup {(CPRUG)Y (8th)
at Gaithersbura, Md., Cecember 4-7. 1973

Sep 74 152p CCr 74-50931/65L

The Eighth Meetine of the Ccmouter Ferforrance Evalu-
ation Users Group (CPELG), spcrscred v the Unitred Srates
Acry Comouter Svstems Command and the Naticnal Bureau of
Standards, was helc Decem er 4-7, 1373 2t NBS, Gaitherscurg.
Amcna the paoers nresented were those dealina with hacwwace
and software mentters, worklcad defintian and senchmarkina,
a raport ¢f FIPS Task Fcrce 3. ccocmputer scheduling ana
evaluatlion 1n time-charind as well as «\T envirenment,
human fzctocs 1n cerfecrmance 2nalysis, collar effectiveress
tn evaluation, simulatien teckniques 1n harcware allocatian,
a FEDSIM status repert as well as ctner related teztces.

Jehnston, Willier 2., Abbott, Freeland K. Jr.
“Criteri1a for Evaluatina the Cecst Effectiveness of imtie:cl
Character Recoaniticn Ecuicment 1n Base Teleccmmunications

Centers” .
Aua 74 960 AD-767 1v7/3SL

The objective of this research was tg cevelaoo and
demonstrate a method €or calculatira the cost atfectiveress
of Outical Character Recoanitian Fauloment (OCFEL tn
military ccmmunicatlcrs ceanters, Six AFLC tases were
studied and a break-even ccst for CCRE was davelored teor
frur of the hases: Wrinht-Pattersca. Tinker, rRchins, anc
H1ll. Elements of ccst ¢f the current svstap considered
were cecsonrel, teletynme ecuipment, ard caper. No survey
.35 made of OCR devices an the market ta see 1f a soecific
device wauld be cest effective: rather, orices at which
CCR devices of various capabtlitities would become ccst
affective wecre developed. Single anc multitont CCR
capabilities in both 10 and 12-p1tch were consigerea.



“asren, R[ceert
“A Data Frocessing feasibrlity st .6y cf a Cecoperative
Computer Factl:ity
Jan 74 750 ?B=-231 062/9

Tha stucv sxamines: (!} ertent cf commonality >f AGP
cequiremerts ¢f nine runicicalities ranaing tn penularicn
frem 7,700 tc 65,0CC tc test feasibility of sharing ecuiprent,
scftware, °nd staff: (2) 2vtert tc which the i1ndivieuel
tgr1sdictinre’ current comTitrents to Sresent arrangements
1ra cemratitle with a 1cint efferes (3) extent tc which
savzicsl 2rd l-catienal oreciers would inhibit 2ffective
carylice €6 #il 1n 3 ccocoeritive arcamsement: (4} the sice
ng cosrte f1astajlasicn and cpereticn) of a sveten LS meet
1] reecds; 27¢ [(3) what 1€ tae rast aac mest cest-effective
reans for -~ : aine tucisdictians, indivicuallv ar
cnllectival-, te ~aet thelr regcr

Kristnawcort-v, V.
*Criticel £:t° "ethed: 1\ Taview~

1yng 1llc AL=GT2 52,

The carer zrirnag tcgether different agnects of the
vritical fren Anzlvers exclusivelvy 1n terms cf the
rathematicel ~2velcorent 1r rhis area during the last
2iabt vesrs., T2 survev 15 ¢iviued IEC foven sectlions.
Tha firet cres  glrls with 90 fcour stigec <f cavelopnent,
cach guccassive stige heinn tote cemrasertative cf the
real sttuzTior The next five secticns aive exclicit
taference TSt z1fferent scticles which ceontricute te
the sreaes <t alcorent describea 1n the first cecticn.
The zrticlias cre ceviewez 1n terrs cf the netwerk ealnehrs,
FFRT arsumcricng, cest/eime trace off, rescurce clle-

saticn (hewristic) ane rescurce rliccation (analytical).
Finzlly, *he s2y2~tn ona l2st sectricn ol this ganer
orcvides & surTacy ot lceds ard reoositle girections ot
resrarch, sare cf which 2r2 currentlv Yeing urcertaken.

ersen,C. V.,

Leovelorrea©
wcuel anc .<
June 6y

rfrectiveress Allocericn vengrars:
¢ l2ommicue AXCeRELIChS
) L~udt 277

The2 regaits ot the ceo»r? togk cencernind 3n inwcstl-
q2tien of AnsiTiTatien telhriouas I cortectloen with the
Yayy JysreTe Pzrrecrance Eflfoctiveness Brodram are rresentec,
The georeIen O 1nvestiviticn nes teen fircst ro develorn
caimouyter orerr- t zeivint sircle crodlems ard then tco
terecalize catiliey feor selvina mere ot rne oriklems
¢f 1rteres a0 rthe {1037 t2sSKk two praarams wege gra-
nated. (rac: : reliamtliey Cest Troee~att Analvsis
{RECTA), which taced ar 1 ZJirect rch acaroach, ard
Sevpararle [~reger Prcars {oIT), «Pich 13 F£asew ar the
dvrsmic zrelc iTTing orinciSic.  Urder the secend 1ask
creparatizt 276 clans were —21e {or prearamTina Reatfi-
caticns srs .~rrovedents. A -~ailer caificeticn te ¥FCTA

1S 2 crmouterires search fdr tre catwral welabts on cen-
straint functicns and ta SIP 15 t: aereralize the nrodrar
for cbjective ara constratnt [uncticns which ar» rct
comoietaly serarchle. The Laarance ~multioliac technizue

1S tc ce inccrporatec intc both 2RCTA 3ng ST, 2nc doth
proarams 2re to te rodifiec to facilitate the nandlinq

of user-soecifizg sbjective anw ccenstraint functicrs., A
total lifetire ccst mocel for the allocation probler of
tnterest 15 stryctured, anc tne gresentaticn includes
celevant ®tarliarts ot anzineerina ecencmy cn which the
model ts baced. FKffectiveness nocels ere idencified

which are acdaa.ticral to tne reliability rodels usec in
PECTA and 5IP. vouels z2re incluced fsr avatlabilivy,
rellability «ith remaic, zvarlacility snd reliability,

and three-state reliabiliev,
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Lrentz, Bennet P.
“Cemputer Network Usage -~ Cost-Benefit Analysis*
It June 73 %o AD-AQLl] 375/3sT

“1th the establishment of several comoutaticn-
Sormuni1catior networks several cuestions arise as to the
cecse~effectiveness cf 3 network for a particular potential
user. Analvsis 1S necessary to determine which software
svsters can be established and used on a network rather
tran the Lntetnal ccomcuter ¢f user's orasanizatian. The
tir'res of transifiens tc the network muse also be found.
A retncaclcay for ccst/benefit analysis 15 oresented. For
mylticle systems, 30 extenced horizon and rectricted
rascurces, an irteder ocodramming method 1s developed.
Apnreximaticns for zlanning ina 3 ciscussicn of stability
*re Itven., \ nuverical examrle 14 included.

fierte, Repret P,
‘Co=t Trodeeffs Setween Loc3l ind Remote Computina’
1S T~ 75 1lc AD-AR11 376/1ST

3 major problesm 1n communication networks analysis s
to <etecsine the dearee ot centralizaticn of ccmputer pawer
t-~.z 1€ desiracle frem Scth an operational ané cost/kenefit
o3ire cf view. An examcle aof this orotlem cccurs in a
ranpfacturing complex wherein decisicne muyst be made ¢n the
2istributricn of data. process power, angd regundancy.
Becsuse cf the many ocaramerars tavolving hacrdaware, system
softwire, and cemmupicaticns, a purely analytical apprcach
13 often 1rpractical. The rerned here 15 to employ an

snalvercal sinuiaticn tocel tc obtain measures of cost,
trro:qheut, and respense time. Aftar the model i1tself 1s
2xam.ned, fccus 1s placed on several experiments which
revesl tne supericeity of semi-cerntralized configuraticns.
‘oniicaticn te logistic and ranufacturing systems ate
axmjored aleng with tne cevelcpment cf a network link
construcrion method.

Lientz, 3enpret 2.
‘Guidelires for the Acauisition of Software Packages”
Jul 74 Jlg AD-782 477/4

Many decrzicns dealing witn computer scftware systems
taveclvs the potential acauisiticn 3f packages for 2 speci-
12 or iirited aeneral nurpese nature. Guidelines for
jCaulsiticn 3te ccesertel fere which stress the implementa-
ticr feasizility 3f zuoh nackaaes., This retlects the
Tenavicr trat cearatienal ~censideraticns not cnly impact
r-e cecst of 1 oack:3e rut alsc ire neglected :n Eaver
cp traditi~ral cost.zenafit analvsis. The use af tre
:r.telines 1p the ace2s of gneraticns manadement, ccmputer
iystems Taraagerent, nd iccountinag are discussed.

Lcnran, Rostert, O'Weil, Harolg f. Jr., wilsanr A.. Harman,
€. Glvnn .
“"Techn:i:cal Literature Review Concerning Management
Information Systems™
dav 74 44p AC-781 749/7

The prirary abjective sof the literature review was ta
octain sgurces of informaction celevant tc the feasibility
and ustilitv of 2n on-line data management system 1n support
cf the ~anagement and planning effort i1n the research and
develcnment environment of the Air Foce Human Resgutces
LaZoratary. The focrmal documentation of the technical
literature reviewed resulted 1n an annotated biblisgraphy
2f 112 references. The :ntenced :udierce for the bibli-
c=srachy w3ds middle- anc uccer-level mnanagement personnel.
Cccuments ~ere selected trat wculd famsiiarize such
serscarel with the ccntext and i1nterrelationships of the
Teny 2scects ¢f management informaticn systems (MIS):
*rat i3, #1th hcw aralysis, Jesign, cperation, evaluation,
inc :fer censiceratiens atffect wanagement infcrmation
systers.




“aere, K. Pcaer
“Managdement Stratecies for ACP Networking-
1974 17Co AC-785 $76/4SL

The purocse of this report 15 tc 1dertify the fundamental
ieng range 1ssues arfectina the envircrnment i1n which furure
Arry ALP support rust te provided and to discuss the emeraing
thecries cf ACP retwcrk maragerent. 7This :s cne of several
reports tc be procuced ty the Multicemmand wetwarks Prcject.
whereas other rercrts cf this Project will make sgecitic
recommendaticns regacrding Army installaticns, this regert
estaolishes a frave cf reterence broad encuah t¢ traascenc
3ll the alternatives to be considered. Fcr the purposes cf

this recort, the tercs 'cecmputer networkina,’' 'ACP networxirc,’

and 'ACP ccnsolitation’ are considerea tC ce syncnymous. In
the fullest serse cf networkina, eacn oraanizaticnal elemert
in the netwcrk c¢an be 3 =2roducer, or 3 censumer ¢f ACP
services, ¢r coth.

netional Asscciaticn for State Infermaticn Systems,
Lexin3ton, Sy.
“1973 NASIS Annusl Reccrt: Infermaticn Systems
Technclcay in State Government
jua 74 197 pe-241 461/35T

The 1973 rezcrt centains the resuits cf the fourth
2rncal survey by the Lationmal Asscciaticn (ae State [nter~
~ar1an Systems {NASI3) coverinag the 3u states. The
akbjectives ¢f the arnual ceparts are: [ preseat an arnual
‘snacshot* of the state cf the art in tnformstian systers
ard cther ccmouterization 1R the states: te provide data
for 2nalysis ¢f trands in state informaticn svstems; and
to zssist 1n ircreasing the exchande of trnfcrmaticn cmona
the states on (3) information systems leaistation,
3¢licies, Tanagement nractices and creolers, snld fundina:
and (b} actual svstems desian and comouter ocoaceams fcr
use '35 1s' or 25 necessarily cevised. The clesses of
data ccvered include ccordinatian and contrcl, computer
inventcry, verscarel, trainirng, difficulties experiencec
in ECP 7anagemert, fcrmalized plans ¢nd docurentaticn,
interaoverrmental infcrnaticn systems relationcshios,
2policaticns, fundirg, data security and srivacy, and
transfer projects.

Newell, A., Giczertsen, GC.
"Seme lgsces 1n Precaeramrring dulti-kini-Processcre”
Jan 75 4o AC-UUs 330/381

Larae computer systems can be constructed by Joinira
tcgethber many minicomputsrs creating what can be callec
multi-mini-precessers. The first such svstems are Juct
feaching the naint where nronlers of pregramming and us
dominate preplems of <esign ana construct:on. fhis pape
attempts to share scra cf the early percezticns abcut
these oroblems =2f pregramming and use are.

Nutt, Gary J.
Cemputer Svstem Mcntitoring Techniaques®
feb 73 490 PB-213 37272

The paoer discusses bcth hardware and scftware monitoring
technicues rhat have bean amployed to assess the perforrarce
cf computer systems. The relative assets and liaotlitres
Gf each aoprcach are cascrited, 35 well 35 the difficulties
2ncountersd 1n tne Measurement of 3 computer system oy any
means. The envircnrent of a measurement nrcifpct 1S alce
considerec,
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O'¥eill, Ruah V.
“a Technoloay Assessment Methodology”
Valume [II: Computer i
Jun 71

Tre ovaper describes 3 pilot cocmputer technolegy
assessment study. The study =as as 1ts acal the develop-
ment and illuystration ¢f technological assessment
Tethodalegy and i1n addition, ss a seccrndary ohiective,
the i1nvestigation of certain sazlient segrents of the
cenreral computer situaticn. The repcrt i1ncludes: a
summary; task definitien: tecnnolzay descriprions; state
9f seciety/ universe assumpticns, attritytes, ang con-
ditions; relevant i1mpact areas; initizl impact analysis:
3ction cctions and recommendaticrn for future research
2nd develcpment programs fcrecasts/ prerections,
incertainty and analysis of future impecets: anéd ,
conclusions and recommendatians.

Reynolés, W. E. R
‘The Crttical Regiaon 1n relative Cost-efiectiveness”
Jun 67 i5p Ap-862. 637

Cest-effectiveness snalysis anc 1ts csunterpart, cOst=
senefit z2n2lysis, are widcly reccanized 3s ancng the best
iralytic acorcaches to many types cf decisionpaking proklers.
Cne cf the mcst difficult preclems faced 2y tnhe analyst
workina 1n the irez nf defense croblems has tfeen satisfving
ere c¢f the CCD reguirements 1ot 2n evaluztion cf competinc
jvstems-namelv, that the cost-effectiveness ¢f the propcsed
ttam 1s favcracle 1n relaticnshio ta trar of ccmoeting
1tewrs.  This croblem, which will be reterred tc 3s the
telative cest-effectiveness crabler, 15 ssually apercacred
3¢ shewirg thacr alternative 3 1s preferred to alternative
2 under 3 J1ven set of conailticmas. A sensitivity analysis
s tren run == the variables to dererrire whether small
changes 1n the values assicnes cthe variacles will chance
relative ramkiro., Trhis docurent descrites an, alternative
aspreach te the refative cost-effectiverass grobleam.
Instead of seexkina the favcred svstem urder a aivea set of
ronditians, this apprcach seeks tc identify the cenditicns
urcer which airernative A 1s creferrec tc alternative B.
Thkrse conditicns are definecd i1n tecms ¢t 3 ‘'bCoundary’ of
~referredness: The gcundary, which :s critical in the
chelce 1n th2 chcoice between tne altorrative systems,
cornsists cf cystem characteristics ~hit irdicate system
~erit. lhe values of these svstemn Jharactartistics

:enerally e scme uacertainty sssccléted «ttn them, are
whan this iz -“he case, the <ri1tical scuancary teccmes a
‘zriticzl requicn.

Pumbaugh, Srtanley A., Vanlccy, lcrothy R.

“A Pracedure for Identifying User's Peduirements
for a3 Management I[nformaticn Jystem~™

Apr 74 26p 2C-289 685

fn respocnse to the specificaticns -: 3 Jnited States
Nffice of Edycation arant 'Ccmren Core :=f Oata for the
jeventies' (TCC-70), the Micnigan Cepattrent of Educatian
aeveloped a procedure for 1dentifying usec's ceaulrements
celative tc a State Education Infocrmaticn System. The
sroject soucht to identify users, to loccate and prioritize
their manasement concerns, to i1dentify celated linkage
cyestions, and to relate these to the flow of informatian,
The raocls develcped by the study i1nclucded an i1nterview
quide and a consencus survey employina 2 nodified Gelpht
Tecnnigue. Results indicated that these proceduces
respanded *o users' needs, for they agenerated the major
Juesticns faced by users, 1dentified t-e Jata needed to
answet these guestions, and located tre 2ata which eas
availlable., It was concluded trat these proacecures could
za adgoted (a0 other contexts since they represented 1
v1able means for 1dentifying user needs with respect ta
nanagemrent infcrmation systers.



Rverson, William R.

“Allocation Model Applications for Hanegement Planning Taback, M. A,, Ditncce, H.C. o
and Centrcl - Selected Abstracts” "Egstimaticon of Computer Recuirements and Seftware cevelcp-
Dec. 72 64 NTIS-FR-147 ment Costs” o
P Mar 74 sio ap-78z z2u/8

The bibliography contains 63 celected abstracts cf
research reports retrieved utilizing the NTIS on-line The reocrt seeks to determine a means of cuantifying
niblicaraphic search system -- NTISezrch, The aostracts corguter software develooment ccsts frem overall system
1nclude studies on resources, cost effectiveness, trans- cecuirements. ¢ rracecuce 1s develomed for translatina
gortation, network flows ara@ varicus technigues for system zerfcrmance requirements LRt cata precessing
optimtzation. . sneed and rewory recuirec tc iTolement the varicus ccrouter

functions. GSeveral computer architectures ace ornpesed
35 a mans to nrovide sufficient computer sneecd and memcry
tc osrform the carivad recuirements, A ccst ostirating .

. relaticnsrip {CEP} 15 nresented feor cemruter ncftware
develoorent which mocels the fellawing elfacts: PFroarear size:

Rversen, William R. ngmite e la~Tace: cormlexityy ans nocowac? coastrsints,
“Aopl icaticns cf Maragement Plarnirg hodels - Selectec A hardwarcesscfrwere co3t tradesff 1S certarrea te “emcnstraes
Abstracts" tne medel, ucing tre AN/UYK-7 carnuter as 20 cxamniw,

Cec. 72 12Cp NTIS-PK=-145

The biblicaraphv contains 119 selected abhstracts of
research reparts retrieved using the NTIS on-iine biclic-
araphic search system -- NTISearch. The abstracts incluce

studies on Program Cvaluation Review Technicue (PERT). iald, Bruce

Critical Path Method (CPM}), Maonte Carle Technicue. *The Throuahout am: Ccst EFfectivencss cf “oronrodraerceu,

Semnsitivity Analysis and Gantt Charts. »ultiprearamred, ana tiulbiorceessing Siaital Cemnuters’
17 Apr o7 13éc AL-c53 o4

A uveneralizea mcael cf a ciqital ccrputer svstam with
a wnrhicad crawn frem @ crotfarec inticite oCcrkicaw was
investiratec ta catermine the factcre taat »(fect tnrcusn-~

Seals, Eudgene cat am! cost effectiveness ta allow setiTizitica et the
“Computer Performance Analveis -- [ncustry nNeeds™ ~vitem carameters. Trrouthout «a§ acfinec 13 the sum ot
Oct 73 120 XC-786 653/SST tn1 vrecucts cf tne cost 0f esch coagenrcnt snc the
rronoreior *f the rtime ea2ch cemrnnant wag vaneficially
The reoort discusses the needs cf industry for wavs sm3@. Crst eftectivrness was dotineq oo » cucticnmt of

and means to evaluate computer systers efficiency. throunkrut and svstem ¢nNSt, with unity ceint the lacal
auotient,

Seals, Eugene
“Exceptian Reportina: An Aid te the Ccmputer

katscn, P,
Perfarmance Analvst”

‘Ceomoater Yerformance Analvsis: \ozlicaticns af

- -
Har 74 170 AC-706 859/9ST isccourtipa Dita”
t37 71 Tanr TC-T30 126
As computer performance analysis 3airns more and more
proponents and practitioners, moce and mare cenfustien arc
inefficiency 1s intrcduced into the analysis process. Jre Victaally 211 shigd-genecaticr Jorsutar systems

area in which this 1s especially true 1s the selection of
application programs fcr analvsis and modificaticn. This
paper summarizes the existence of the protlem and the crute
force approcach commoniy taken 1n search of 2 sclutienm. Ir
addition, a new approach 1s susqgested which graatly

cellect 3rd raccrd camputer 2CCCLRTING 10t3. ~Cuewer,
these data 3re celcem urea exceot 4t these installaticne
that :se accountira i1ta to charee foer cc~zdater secvices.
ThLS recnort gascrites the tvres ot 2coccunting dota

lenarally svzilacle ar Test corputar tnotoilaticrs. [t

' . C
f;zgilili: t?e anzlyst M apprgich and therefore h:s then discussas teckataues {30 CondlficninY I0G C2Gatir}
ution of gecformance prablams. An example of the the 2a*3, 3lona witn varlous r2amocts of System pector-

exception-reporting concept 1S presented, using actiai
data from production facilities.

mance >ad workleao charactaristics that .3n o2 geqerate’
from tne data. The report wnainly concerrs specific
~policatians of accountira-daris analyeis 1n cosmouter
perfcrmance analysis. 7The mcst heasilv strassac agpli-
cation employs the statistical analysi1s tocls of
regrassion analysis and cluster aralvels ts reasure

rhe effects nn perforamance vf 3 Tajor system nccif-
cation. Ctrner applications af accocunting-cata jnalysis
include validating and supplementing the data collectec
by hardware ot softwace measuring devices, anwu use 1Ir
developing effactive camouting charging schemes.
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We1ss, Davig ¥.
“The rUDC feport: A Case Study of Navy Software
Cevalopment Practices”
21 Hay 7% i3 AD-AQl0 §la/3sT

The MUDD raport 1s a study of Navy software-develapment
pracrices which i5 based onh & serres of iaterviews with
these responsible for the develcopment of Navy systems. The
study chrenicles the developrent of a fictional system with
raquicrerents typical of Navy tacrtical systems currently
operatiornal oz under development. A histcry of the decisiors
~ade during the develcpment of the system 1s first given./
Fallcwina che histcry 1s arn analysis of the impact of =ach
decisicn on the scftware develcped for the system and an the
life~cycle of tne software. Finally, a set ¢f reccmmen-
dzticns foc avoiding the vitf3ils described in the report 1is
aiven. The recrmmendaticns are designed tc 3ssist {avy
neoar 3m nanagers rasponstble tor software develozment.

Werthom, Albert W., Gilbson Rebert H.
“System Cost Analysis®

15 Jul 68 17¢ AD-674 429

Decision makers in todav's highly technical space-age
1ndustries have manv regnmensibilities during the desian,
cavelotrent, and imolementation of new comalex svsters.
€re °f which 1s the efficient eilccatian of funds during
the 2arlv staaces of cystem nmlannina. Can rthese financial
decisicns te based on two fundamental costs. The ourpose
cf the carer 1S to aive the de2cisicn maker 1 basic JoSt
mcde] which can be uced s: a startirg coint 1o syste:
cest evaluation., This model 1s cemoosed cf two cests.
Cne f-~r cesian and aevelopment czlled “inttial Ce=t” and
the crrer for system support >nd vaintenrance called

Jupgort Cost”,

Youna, Ralph 7.
“Cemoutar Svstems Qevelorment focumerntition Stancaras”
tus 71 39 $2-342 601/38T

5 volure arovides standards for the evaluat:ien,
desi~a, davelcoment, 2nd implementaticn of combuter-sased
tnfarmaticn svstems. It 1nclrces 2n ovecview af toe svstexs
daveloprent life cycle, and juidelines for the feasibility
studv, “he aenerzl design document, the detail design ’
document, prearam standacas, catalogued procedure standards,
the i~plementaticn plan, and the oast-1irolementatian
2valuatien. The standard:s have peen successfully utilized
and 1ave been instrumentel 17 ack:i:evied atfective
implementation ¢f olanned systems aevelopment srojects.

-~ B3 -

founag, Ralph R.
“Fairfax County Government Computetr Systems Plan, 1974-1979"
Feb 75 515p PB-241 786/3ST

The repoct provides a comprehensive long rarnge plan for
utilization of information technolcay by a large local
soverrment. Faicfax County, Virginia, a suburb of Washing-
ton, 0.C., provides the full range of local jovernmental
sarvices to 2 pooulation of more than one-half million peopile
1n a 4068 souare-mile area. The document includes an
oxplanation and Elcw chart of tre Plannina Pracess developed
sy Fairfax County to transform the 1cdeas of managers and
staff i1nto specific plans for computer systems. Aspects of
coemputer systems development agproaches shich have been
successfully ntilized are discussec. A orief overview of
the County's Corguter Systems Development Decumentaticn
Ztandards 1s inclucded. The document Jrivides short-range
and lonaer-cange plans for development 3f ccomputer systems;
a 2i1scussion ¢f security, privacy, and cenfidentiality
1gsues; worklcad crojecticns and eguipment requirements
cased upon 1nfocrmaticn systems needs; ang funding recuire-
rents. It i1ncludes recuirements for *he general Caunty
Goverrment, zhe School Administratien, :nd the Warter
Authaeity. «hich jointly manage a Ccoperative Cemputer
Center. The cemputer systems plan cculd be applied to other
localities in aeneral.

Young, Raleh K.

“Planning for tne Effective Use of Ccmputer-8ased
trformation Systews in Local Goverrrents®

Mar 74 1Cp £8-242 599/9S5T

The existence ot a planning process ftor use of tnfor-
~3tion techrnclcav 1a a large organizactica ;3 discussed as
3 key factor i1n paking effective use ¢f 3 somputer. The
gl anning process for Fairfax County, Virainii, consists of
ccnceptual agpreoach atilized to take =aximum advantaage of
information systems and computer-relatac resources.
Altarnative stratedies tQ meet current challenges arce
creviewed, A methodolcay 1s provided tc convert the 1deas
and plans of managers into systems development ard nacdware
plans. Prepactation cf short and long-r3nge plans 1s
ruagested as 2 means to evaluatre and pr:orir:ze altaernative
1nfarmaticn systems develcpment cpportunitics

Zusman, Morris

“The Quantity Versus the Quality ot tre Jata Used

'n the Derivaticn cf a Cost EBstimating Relationcship”
Sap 69 35p AD-~99 131

Trade-offs on haw a cost analyst mtaht cest allocate
his time between collecting data on additianal programs
and analyzing i1n further derail the Jata 3lceady tn nis
possession are presented. The measure of the cast
anaiyst’'s productivity 1S the reduction tin the canfidence
pandwidth about the cost estimate.



PEDERAL ADP-RELATED GUIDANCE AND POLICY DOCUMENTS

Public Law:

89-306

91-510

93-344

Brooks Bill, 89th Congress H.R. 4845,
October 30, 1965.

Legislative Reorganization Act of 1970,
October 26, 1970.

Congressional Budget and Impoundment Control
Act of 1974, July 12, 1974,

Executive Qffice of the President:

Executive Order:

11556
11717

Assigning Telecommunications Functions to OTP.

Transferring Certain Functions from the Office
of Management and Budget to the General Services
Administration and the Department of Commerce,

Office of Management and Budget Circular:

A-11

A-27

A-44

A-49

A-54

Preparation and Submission of Annual Budget
Estimates, June 12, 1972.

Policies and Responsibilities on the Sharing of
Electronic Computer Time and Services in the
Executive Branch, June 15, 1964.

Management Review and Improvement Program,
May 24, 1972.

Use of Management and Operating Contracts,
February 25, 1969.

Policies on Selection and Acauisition of ADP
Equipment, October 14, 1961.

Guidelines for Appraising Agency Practices in the
Management of Automatic Data Processing (ADP)
Equipment in Federal Agencies, August 3, 1963
(Superceded by FMC 74-5).
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A-71

Responsibilities for the Administration and
Management of Automatic Data Processing Activi-
ties, March 6, 1965.

Policies for Acguiring Commercial or Industrial
Products and Services for Government Use,
August 30, 1967.

ADP Management Information System (ADP/MIS),
October 5, 1971 (Superceded by GSA FMC 74-2).

Standardization of Data Elements and Codes
in Data Systems, September 30, 1967.

Discount Rates to be Used in Evaluating Time-
distributed Costs and Benefits, March 27, 1974.

Rules and Regqulations Permitting Federal Agencies
to Provide Specialized or Technical Services to
State and Local Units of Government under Title
III or the Intergovernmental Cooperation Act of
1368, August 29, 1963,

Office of Telecommunications Policy Circular:

OTPC-%

OoTpC-11

OTPC-12

OTPC-13

Guidelines for Leasing of Telecommunications
Services for the U.S. Government and Negotiation
of Inter-Governmental Agreements for/or Involving
Telecommunications Facilities and/or Services,
February 1, 1972.

Frequency Spectrum Policy Concerning the Develop-
ment and/or Procurement of Communications-
Electronics Systems, November 24, 1972.

Government Communications Planning Program,
October 12, 1973.

Federal Use of Commercial Telecommunication
Service, June 21, 1974.

Department of Defense:

Directive:

4000.19

4000.25

Basic Policies and Principles for Interservice
and Interdepartmental Logistic Support,
August 5, 1967.

Administration of Military Standard Logistics
Data Systems, March 23, 1971.
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05.55

4105.65

4120.3

4160.19

4630.1

5000.19

5100.40

7000.1

Selection and Acguisition of Automatic Data
Processing Resources, May 19, “19732.

Acquisition of ADP Computer Programs and Related
Services, June 29, 1970.

Department of Defense Standardization Plan,
June 6, 1973.

DOD ADP Equipment Reutilization Program, April 5,
1973 and D 4160.19M, Defense ADPE Reutilization
Manual, August 1969.

Programming of Major Telecommunications
Reguirements, April 24, 1968.

Policies for the Management and Control
of DoD Information Requirements, June 2, 1971.

Responsibilities for the Administration of the
ADP Program, August 19, 1975.

Resource Management Systems of the Department of
Defense, Auqust 22, 1966.

Instruction(DODI):

4140.38

5000.22

5010.27

5010.32

5030.40

7040.5

7041.3

7110.1

ADP Management Information System (ADP/MIS),
June 18, 1973.

Guide tc Estimating the Cost of Information

v e ——— —— - —

Requirements, October 17, 1974.

Management of Automated Data System Development, .
November 9, 1971.

Department of Defense Manadement Review
and Management Program, June 1, 1973.

Government-wide ADP Sharing Program,
March 27, 1971.

Definitions of Expenses and Industrial Costs,
September 1, 1966.

Economic Analysis and Program Evaluation for
Resource Management, June 29, 1970.

Guidance for Preparation of Budget Estimates,
Operating Budgets, Financilal Plans and
Apportionment Requests, and Related Support
Material, August 23, 1968.
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Air Force:

Air PForce Manual (AFM):

171-10

171-400

178-1

1738-6
178-7

178-430

300-1

300-6

300-12

Data Processing and Reporting: General Instruc-
tions (Vols. 1, 4, & 5), September 15, 1967.

ADPE Performance Management System,
December 1, 1972.

Economic Analysis and Program Evaluation for
Resource Management, December 28, 1973.

Resource Manager's Handbook, April 20, 1973.

Management and Control of Information Require-
ments, January 7, 1972.

Cost Center Performance Measurement System
(B3500), July 1, 1973.

Air Force Data Automation Planning Concepts
1969-1978,

ADP Resource Management, June 1, 1974,

Procedures for Managing ADP Systems,
December 10, 1971.

Air Force Regulation(AFR):

26-12

300-1
300-2

300-3

300-6

300-7

Memorandum:

HQ/USAF

Use of Contract Services and Operation of Com
mercial Industrial Activities, January 29, 1974,

ADP Program Management, Hovember 15, 1974.

Management of ADP Systems, February 14, 1975.

ADP Planning, Programming & Budgeting System,
March 20, 1974.

ADP Resource Management, June 1, 1974,

ADP Planning Concepts, April 19, 1974.

FY 1976 Budget Estimate Cycle Update of ADP
Management Information System, June 21, 1974,
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Army:
Army Regulation (AR):
18-1 Manzgement Information Systems Policies,

Objectives, Procedures, and Responsibillities,
August 4, 1971. o

18-3 ADP Management Information System,
November 10, 1971.

18-7 Data Processing Installation Management, Procedures
and standaras, september 29, 1966.

37-13 Econcemic Analysis of Proposed Army Investments:
Determination of Computer Lease or Purchase,
April 6, 1973.

37-15 Budget Development and Review, March 31,1966.

235-5 Management of Resources: Commercial and
Industrial-Type Functions, November 1972.

Army Pamphlet (DAPAM):

18-10 Information Processing Systems Exchange, (Series).

Navy:
Chief of Naval Opgrations Instruction (QOPNAVIST):

5231.1 Procedures for Management of Automated Data System
Development, May 31, 1972.

5236.1 Guidance on the Economic Analysis of Proposals
for ADP Equipment, February 25, 1972.

5236.2 ADP Services Procured by Contract, July 1, 1974.

Secretary of the Navy Directive (SECNAV):

4860.44A Management of Automated Data Systems (ADS)
Development, October 27, 1971.

5200.25 Department of the Navy ADP Program,
September 20, 1970.

5200.26 Department of the Navy ADP Program, Department
Level Procedures, September 20, 13976,

- 68 -



5231.1

5236.1

5236.2

5238.1

7000.14

10462.16A

10462.17
10462.18
Marine Corp
1462.4A
4860.34

10462.5A

Management of ADP Svystems Development,
February 20, 1972.

Specification, Selection, and Acquisition of ADPE,
December 17, 1971.

ADP Services Procured by Contract,
February 13, 1974,

Department of the Navy, ADP Program Reporting
System, Resources Accounting, February 15, 1973.

Economic Analysis of Proposed Department
of the Navy Investments, March 15, 1973.

Government-wide ADP Sharing Program,
December 1, 1369,

ADPE Reutilization Program, August 5, 1969.

ADP Review and Evaluation Program, April 6, 1971.

Order (MCO):

Use of Auto-Data Processing Eguioment.

Operation of Commercial or Industrial Activities.

Auto-Data Processing Service Contracts.

General Accounting Office:

Policy and Procedures Manual for Guidance of Federzl Agencies

(Revised),

1972.

Accounting Principles and Standards for Federal Agencies

{Revised),

1972,

General Services Administration:

Federal Management Circulars(FMC):

14~2

74-5

ADP Management Information System (MIS),
February 25, 1974.

Management, Acquisition, and Utilization of ADP,
July 30, 1974.
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Federal Property Management Regulation(FPMR):

101-32.00 Government-wide Automated Data Management Services.

101.32.2 ADP Resources Utilization.
101-32.3 Reutilization of ADP Equipment and Supplies.
101-32.4 Procurement and Contracting.

101-32.7 Management and Control of Computer Rooms and
Related Support Areas.

101-32.8 Federal Data Processing Centers.

101-32.9 ADP Co-location and Consolidation Program.

101-32.11 ADP Communications Suppert for ADP Systems.

101-32.14 Computer Performance Evaluation of ADP Systems.

e e —

101-32.15  Future Plans for ADP and Telecommunications
Systems.

GSA Temporary Regulation:

E-22 Delegation of Authority to the Secretary of the

Alr Force to Operate a Federal Data Processing
Center for ADP Simulation, March 3, 1972,

E-29 Sole Source ADPE Procurements, January 28, 1974.
E-32 Use of ADP Schedule Contracts, June 28, 1974.
E=57 Ownership and Rights in ADP Systems,

August 13, 1968.

E-63 Maintenance of Government-owned Automatic Data
Processing Equipment (ADPR), January 28, 1969.

E-91 Obtaining Automatic Data Processing Services
from Commercial Sources, December 238, 1970.

E-99 Acquisition of Excess Leased Automatic Data
Processing Equlgment (ADPE), September I14,71971.

E-111 Reporting Accrued Rental Credits on Leased
Automatic Data “Processing Equipment (ADPE),
October 17, 1972.






